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Maciej Karcz

ELECTRIC BREAKDOWN AND IONIZATION

DETECTION IN NORMAL LIQUID AND SUPERFLUID
4He FOR THE SNS nEDM EXPERIMENT

A new experiment to search for the neutron electric dipole moment (nEDM) is under

construction at the Spallation Neutron Source (SNS) at Oak Ridge National Lab-

oratory. The SNS nEDM experiment is a national collaboration spanning over 20

universities and laboratories with more than 100 physicists and engineers contribut-

ing to the research and development. The search for a nEDM is a precision test of

time reversal symmetry in particle physics, in the absence of a discovery, the SNS

nEDM experiment seeks to improve the present limit on the nEDM value by two

orders of magnitude. A non-zero value of the nEDM would help to explain the asym-

metry between matter and anti-matter in the universe by providing an additional

source of charge conjugation and parity symmetry violation, a necessary ingredient

in the theory of baryogenesis in the early universe.

The nEDM experiment will measure the Larmor precession frequency of neutrons

by detecting scintillation from neutron capture by a dilute concentration of 3He inside

a bath of superfluid 4He. Neutron capture by 3He is spin-dependent and the magnetic

moments of the neutron and the 3He nucleus are comparable. A direct measurement of

the precession frequency of polarized 3He and scintillation from neutron capture allows

for the relative precession frequencies of 3He and the neutron to be determined. The

experiment will then look for changes in the relative precession of 3He and neutrons

under the influence of strong electric fields. 3He has negligible EDM and therefore

any deviation due to an applied electric field would be from a nEDM.

The nEDM experiment will need to apply strong electric fields inside superfluid
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4He and it was necessary to investigate the ability of superfluid (SF) 4He to sustain

electric fields. An experiment to study electric breakdown in superfluid 4He was

constructed at the Indiana University Center for Exploration of Energy and Matter

(CEEM). The experiment studied the electric breakdown behavior of liquid Helium

throughout the pressure-temperature phase space, between 1 bar and the saturation

curve and between 4.2 K and 1.7 K. A new breakdown hysteresis in liquid helium

was discovered and is attributed to the suppression of heterogeneous nucleation sites

inside the liquid. A phenomenological model involving the Townsend breakdown

mechanism and Paschen’s Law in liquid helium is proposed.

In addition, the many challenges faced by efficient scintillation detection in the

cryogenic environment of the nEDM experiment motivated additional studies at

CEEM. To test the effect of an electric field on scintillation in superfluid, a SF test

cell was constructed inside a dilution refrigerator and it was found that the scintil-

lation intensity from a 241Am source in the cell, is reduced at high electric fields.

Alternatives to scintillation detection for the nEDM experiment were also explored

and the test cell was reconfigured to operate as a superfluid ionization chamber. The

superfluid ionization chamber was tested with 241Am in pulse mode and current mode

configurations. While the pulse mode in superfluid, which relies on the drift velocity

of charges, is hindered by quasi-particle excitations in superfluid, results of current

mode measurements appear promising.

To further explore the prospect of cryogenic ionization detection, a detector cryo-

stat capable of detecting neutrons using a 10B converter was also constructed at

CEEM and tested at the Indiana University Low Energy Neutron Source (LENS).

The neutron detector cryostat has the benefit of being able to modulate the ioniza-

tion source which was not possible with the superfluid ionization chamber. Tests with

argon gas led to the development of more efficient boron targets. The cryogenic test

of ionization detection in current mode will be discussed.
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Chapter 1

Introduction

The investigations described here were part of the research and development for the

neutron electric dipole moment experiment being constructed at the Spallation Neu-

tron Source at Oak Ridge National Laboratory (SNS nEDM experiment). The doc-

ument is organized as follows:

The scientific motivation behind the nEDM experiment is described in Chapter

2. The importance of EDM searches is also highlighted. Chapter 3 gives an overview

of the SNS nEDM experiment and defines the motivation behind the particular in-

vestigations described in subsequent chapters. Studies of electric breakdown in liquid

helium at Indiana University are described in Chapter 4. Measurements of break-

down in He-I/He-II and also He vapor are discussed. The impact of the results on the

nEDM experiment is also covered. A phenomenological model for breakdown in the

liquid/vapor helium system is presented. Chapter 5 describes efforts to investigate

ionization detection in liquid helium at low temperature. A drift chamber with in

situ α particle source mounted inside a dilution refrigerator is operated in pulse and

current modes. Chapter 6 covers the development of a cryostat for neutron detection

as a more accurate model of the nEDM system since the lower Q-value is a better
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approximation of the energy output of n-3He absorption in the nEDM. The experi-

ment has the important advantage, compared with chamber described in Chapter 5,

of operating in a neutron beam line and thus the source can be modulated. Finally

Chapter 7 offers concluding remarks as well as some reflections on the experiments

of Chapters 4-6. The prospects of each investigation are also discussed in the frame

of their respective fields.
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Chapter 2

Symmetries

Hermann Weyl, in his book Symmetry, remarked “As far as I see, all a priori state-

ments in physics have their origin in symmetry.” [1]. Indeed there exists among physi-

cists an acquired tendency to regard systems with apparent symmetry as naturally

simple or elegant. Symmetries in dynamic systems have also played an important role

in our understanding of Nature. The presence of a symmetry in a physical system can

lead to laws of conservation and conserved quantities which can simplify analysis such

as conservations of charge, momentum, and probability to name a few. It is therefore

a worthwhile endeavor to understand the nature of symmetry through experiments

with symmetry in Nature.

2.1 Symmetries in Nuclear Physics

Arguably the most eloquent and pervasive application of symmetry principles can be

found in particle physics. Symmetries in particle physics are rigorous and aesthetic

expressions of pattern at the most fundamental level of Nature. Symmetries at this

level also give rise to quantum numbers and selection rules for transitions between
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states.

2.1.1 Parity

The parity transformation is a reflection of all coordinates of a system through the

origin, e.g., in spherical coordinates this means

P (r, θ, φ) −→ (r, π − θ, π + φ) . (2.1)

A system which is invariant under parity is said to be indistinguishable from its

mirror-reflected counterpart. The parity transformation is typically denoted by P

and it is Hermitian: P = P †, i.e., P is equal to its complex conjugate transpose. P

is a conserved quantum number if [P,H] = 0, where H is the Hamiltonian energy

operator.

In general, for a state function ψ,

Pψ(r, t) = ηPψ(−r, t) (2.2)

where ηP = ±1 if the state is bosonic and ηP = ±1,±i if the state is fermionic. For

bosonic systems, two successive P transformations return the original state whereas

for fermionic systems four successive P transformations are required to obtain the

original state.

In quantum field theory one acquires an additional matrix term:

Pψ(r, t) = ηPγ
0ψ(−r, t) , (2.3)

and for the positive and negative energy spinors

Pu = ηPγ
0u = ηPu (2.4)

Pv = ηPγ
0v = −ηPv . (2.5)

From Eqs. 2.4, 2.5 it follows that a particle and its antiparticle have opposite parities.
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2.1.2 Charge Conjugation

Charge conjugation, or particle-anti-particle conjugation, is the transformation which

interchanges a particle with its anti-particle. In addition to reversing the sign of the

charge of the particle, additive quantum numbers, such as lepton or baryon number,

are also reversed. Essentially, charge conjugation symmetry is the principle that

particles and their respective anti-particles behave identically apart from the reversed

charge and quantum numbers such as baryon number [2]. In this way, a universe made

entirely of anti-matter would be indistinguishable from a universe made entirely of

matter. It is for this reason that the choice of name for matter and anti-matter is

completely arbitrary. The effect of C on a state with momentum p, spin s and charge

q is [2]

C|q,p, s〉 = ηC | − q,p, s〉 (2.6)

where ηC is a phase factor.

In quantum field theory, C transforms field operators which create particles into

operators which create anti-particles and vice versa [2]:

Cφ(t,x)φC(t,x) = ηCφ
†(t,x) (2.7)

where φ is a charged scalar field and φC its charge conjugate field. And in general

C†φ(t,x)C = ηCφ
†(t,x)

C†φ†(t,x)C = η∗Cφ(t,x) .

2.1.3 Time-reversal symmetry

The time reversal operation T : t → −t is the inversion of the time coordinate.

Classically, the T operation means that for any allowed motion of a dynamic system

there exists a motion in which the same sequence of events is traversed in the opposite
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order [2]. T reverses the dynamic parameters of a system such as momentum and

angular momentum, reversing the trajectory through configuration space.

In quantum mechanics T is anti-unitary, acting on a wavefunction Tψ(r, t) =

ψ∗(r,−t). The application of T twice reverts to the original system and for a system

with n spin-1/2 particles

T 2|x1, s1; · · · ; xn, sn〉 = (−1)n|x1, s1; · · · ; xn, sn〉 . (2.8)

If |E〉 and T |E〉 = |ET 〉 are eigenstates with the same eigenvalue of a system consisting

of an odd number of fermions which is invariant under T then |E〉 and |ET 〉 are

orthogonal. This is known as Kramer’s theorem and can be stated

〈E|ET 〉 = 〈ET |T †T |E〉 = 〈E|(T †)2T |E〉 = −〈E|T |E〉 (2.9)

=⇒ 〈E|T |E〉 = 0. (2.10)

Thus E and ET are degenerate and describe different physical states which means

that there is an internal degree of freedom that is affected by T [3]. This holds only

for systems with an odd number of fermions and not for systems with T 2 eigenvalue

+1. This property of T symmetry is used as a sensitive probe of electronic states of

paramagnetic crystals with odd numbers of electrons since the degeneracy is lifted

when electrons interact with an external magnetic field since it is not T invariant.

The combined operation CPT is thought to be an exact symmetry of Nature and

quantum field theory is built on this assumption. Any system which is acted upon

by all three symmetry operations CPT is thought to be unchanged; this is known

as the CPT theorem. Since the combined symmetry is thought to be an invariant

of Nature, when a system violates one part, e.g. CP , then it must also violate the

remaining part, e.g. T , so that the combined CPT remains intact.
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2.2 Symmetry Violation

Any statement of physical symmetry must be verifiable using experiment. There

are some symmetries which are not always true except for certain classes of physical

systems such as conservation of baryon or lepton numbers.

2.2.1 Observations of symmetry violation

In 1956, Lee and Yang [4] called for verification of parity conservation in the weak

interaction by proposing several possible experiments. One such experiment was

carried out by Wu [5] using the decay of 60
27Co →60

28Ni +e
− + ν̄e + 2γ. Wu found that

electrons were emitted preferentially antiparallel to the spin of 60Co.

First experimental evidence for C violation appeared together with P violation

also in 1957 [6]. The close relationship between C and P symmetries, by the CPT

theorem, meant that C and P violation often appeared together [2].

Most tests of T symmetry violation have been indirect insofar as T violation was

implied when CP violation was detected. It was not until 1998 that T violation

was observed directly [7] by the CPLEAR collaboration at CERN which found an

asymmetry in the decay rates of neutral Kaons

Γ(K̄0 → e+π−νe)− Γ(K0 → e−π+ν̄e)

Γ(K̄0 → e+π−νe) + Γ(K0 → e−π+ν̄e)
= (6.6± 1.3± 1.0)× 10−3, (2.11)

which measures the effective value of the oscillation K0 → K̄0 relative to the reversed

process.

2.2.2 Baryogenesis

Baryogenesis is the name given to the process in the early universe by which the

universe acquired the observed excess of matter over antimatter. The observed ratio
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is given by [8]
NB

Nγ

� NB −NB̄

NB +NB̄

� 10−9 (2.12)

where B and B̄ denote baryons and anti-baryons and γ denotes photons.

In his seminal paper [9], Andrei Sakharov listed three conditions necessary for the

generation of the baryon asymmetry:

• baryon nonconserving interactions must exist in nature

• both C and CP must be violated

• there must be a departure from thermal equilibrium.

Grand unified theories (GUTs) provide a theoretical framework that can accom-

modate C and CP violation and includes baryon nonconservation. Together with a

non-equilibrium evolution of the universe, GUTs provide a plausible mechanism for

baryogenesis.

At 10−35 sec after the big bang matter is thought to have existed in the form

of quarks and leptons. Baryon decay 10−35 sec after the big bang and temperature

T � 1027 is assumed to have been mediated by a superheavy boson X, MX > 1014

GeV, which has baryon nonconserving interactions. When the temperature cooled

below the GUT-scale, X and X̄ began to decay and if C and CP were violated then

their decay rates may have been different [8]:

Γ(X → q + q)

Γ(X → all)
�= Γ(X̄ → q̄ + q̄)

Γ(X → all)
, (2.13)

where q, q̄ are quarks and antiquarks. When C is violated then the rate of production

of baryons B corresponds to the difference of the two rates [10]:

dB

dt
∝ Γ(X → q + q)− Γ(X̄ → q̄ + q̄) . (2.14)
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Tests of discrete symmetries have been important for the establishment of the

SM [10]. The observation of CP violation via the mixing of neutral kaons provided

strong evidence for the presence of three quark and lepton generations, via the KM

mechanism, prior to direct experimental evidence for the third generation. The level

of CP violation in the kaon system, however, was not sufficient to account for the

baryon asymmetry of the universe. The search for additional symmetry violating

processes continued with new fervor.

2.2.3 Particle Electric Dipole Moments

Particles with electric dipole moments which are independent of the direction and

magnitude of the applied electric field have intrinsic electric dipole moments. Induced

electric dipole moments will not be considered.

In 1949 Purcell and Ramsey observed that parity violation in strong interactions

would allow for an EDM of the neutron [11]. They also argued that there was no

way to derive parity invariance and it should be validated experimentally [10] Their

pioneering work began a long history of EDM research. This warrants a closer look

at particle electric dipole moments.

Classically, the EDM 
d of a continuous charge distribution ρ is

d =

∫
r′ρ(r′)dr. (2.15)

A nonzero EDM exists when there is a net displacement between the positive and

negative charges. We will focus on the EDM of the neutron. It is possible for the

neutron to possess an EDM because its quark constituents carry charges. If the

charges inside the neutron have some preferential displacement this would create an

EDM of the form

d =

∫
d3x〈ψ|Σiqiri|ψ〉 = edn
σ. (2.16)
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The EDM, like the magnetic dipole moment, must lie along a particle’s spin vector

otherwise the ground state would become degenerate and additional quantum num-

bers would be needed. Thus the two possible orientations for the EDM are parallel

or anti-parallel to the spin vector

de = ±d S

|S| . (2.17)

Magnetic dipole moments are a consequence of charged particles having spin, but

EDMs are forbidden by parity and time reversal symmetry, for example [12]. Figure

2.1 shows the actions of T and P symmetries on a particle with an EDM, the EDM is

denoted as displaced charges. Under time reversal the direction of the spin is reversed

(e.g. spin up becomes spin down) and the EDM is flipped as well. Under a parity

transformation the EDM is reversed but the direction of spin does not change. The

T and P transformed states are related by a rotation. Neither T nor CP returns the

particle to its original state. The combined operation of CPT is conserved because

charge conjugation does not affect the spin but reverses the EDM.

For a particle with spin J > 0 and no extra degeneracies the static EDM violates

separately T and CP symmetries. Using the Wigner-Eckart theorem the expectation

value of the EDM vector operator de for eigenstates of J can be written [2]

〈j,m|de|j,m〉 = 〈j,m|J|j,m〉〈j|de · J|j〉
j(j + 1)

. (2.18)

Time reversal symmetry implies that T |j,m〉 = ηT |j,−m〉, for some phase ηT , and

T †deT = de then

〈j,−m|de|j,−m〉 = −〈j,−m|J|j,−m〉〈j|de · J|j〉
j(j + 1)

(2.19)

and therefore it follows that 〈j,m|de|j,m〉 = 0.

In more intuitive terms, the Hamiltonian of a spin-1/2 particle in electric and

magnetic fields is written

H = −μ ·B− de · E (2.20)
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is twice the size of du. In higher order dn must have contributions from the presence

of gluons, qq̄ pairs and even a 10% content of strange quarks.

T -violation in QCD, and hence CP violation, is possible via a dimension four

topological boundary θ term [10]. If θ ∼ O(1) then dn > 10−18 e·cm and the nEDM

would have been detected long ago, however θ is known to be much smaller. The

tuning of the θ term is known as the strong CP problem. When QCD is coupled with

the electroweak sector in the framework of the SM then the overall phase of the quark

mixing matrix contributes to the θ term [10]. The strong CP problem represents

the absence of CP violation in flavor diagonal interactions whereas experimentally

observed CP violation in the neutral Kaon system [14] is well-accounted for within the

flavor changing sector by mixing of the quark generations. The Cabbibo-Kobayashi-

Maskawa (CKM) flavor mixing matrix is the only source of CP violation in the

Standard Model [15]. Confirmation of the CKM flavor mixing mechanism, and an

additional CP violating mechanism, was found in the decay of neutral B mesons, [16]

and [17].

There is little hope for finding flavor-diagonal CP violation at the level induced

by CKM mixing. On the basis of CKM quark mixing, the nEDM prediction of the

SM [12]

dn ∼ 10−32 e · cm (2.22)

is far, far below the capabilities of any foreseeable experiments.

While the SM is incomplete, as for example it does not have a mechanism to give

neutrinos mass and cannot explain dark matter, the predictions of the SM which

have been verified experimentally have been resounding successes. There exist many

extensions to the SM, such as supersymmetric theories, and success of the SM in

some areas but not others has compelled searches for New Physics beyond the SM.

The breadth of EDM experiments internationally is testament to the importance of
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EDM research as a promising tool for exploring New Physics beyond the SM.

2.4 nEDM Experiments

Intrinsic EDMs violate T and CP directly and since the first measurements of Ram-

sey and Purcell still provide the most sensitive probes of CP violation in the flavor-

diagonal sector. The neutron EDM first came into question after the seminal inves-

tigation by Ramsey and Purcell [11] of P conservation in the nuclear force. If the

neutron ground state had a definite parity then its EDM would vanish [18]. Smith,

Purcell and Ramsey [19] used a neutron beam magnetic resonance technique looking

for a shift in the neutron Larmor frequency when an electric field was applied in

addition to a magnetic field:

ω± = γB0 ± 2ednE/h̄ (2.23)

where ± denotes the relative orientation of the E and B0 fields and γ is the gyromag-

netic ratio. The first experiment produced a null result. However measurements of

parity violation in the weak interaction garnered great attention from the community

at about the same time, so further nEDM research gathered focus.

When a spin-1/2 particle precesses for a time T in a field B0 it acquires a net

phase 2nπ+φ where n is an integer [15]. The uncertainty in the precession frequency

f, is

δf =
δφ

2πT
(2.24)

where δφ is the uncertainty in φ. If B0 is along the ẑ direction then to determine

φ it is necessary to use a spin analyzer in a direction perpendicular, such as ŷ. The

probability to measure the spin along ±ŷ when the final spin is nearly along x̂, φ

small, can be approximated by

P± = (1± sinφ)/2 ≈ (1± φ)/2. (2.25)
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Repeating the measurement many times then gives

P+ − P− = 2P+ − 1 = φ. (2.26)

It follows that since the average of P+ = 1/2 and its uncertainty is 1/2 then δφ = 1

[15]. The best possible Heisenberg-limited resolution is

δf =
1

2πT
(2.27)

and if the measurement is made m times the uncertainty can be reduced to δf/
√
m.

From the perspective of measuring a nEDM, or any measurement involving neutrons,

it is beneficial to conduct the measurement with an ensemble of N systems measured

simultaneously which gives the same 1/
√
N reduction in uncertainty.

The EDM contribution to the precession frequency is fe = 2dnE/h̄. The EDM

measurement uncertainty then is

fe =
h̄

2eET
√
mN

(2.28)

where E is the electric field. Taking into account the measurement time t and count-

ing rate I then mN = It is the total number of systems measured to the desired

sensitivity. The figure of merit for EDM-type measurements is given by

M = αβET
√
I (2.29)

where β takes into account various inefficiencies and α denotes any internal CP -odd

contributions. If N particles are stored for a time T then the figure of merit increases

only as
√
T . The limit on the EDM after a measurement time t becomes [15]

δd =
h̄

2eM
√
t
. (2.30)
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2.4.1 Separated Oscillatory Fields Method

The early work of Ramsey pioneered the now famous method of separated oscillatory

fields. Figure 2.2 summarizes the concept in the classical vector model of a spin-1/2

particle. Following the summary given in [15], a static magnetic field B0 is applied

along the z-axis and an oscillating magnetic field B1 is applied along the y-axis. The

Larmor frequency is given by ω0 = γB0 and the oscillating field is set to 2B1 cos(ωt)ŷ

such that |ω − ω0|  γB1. The oscillating field can be written

B1(sinωtx̂+ cosωtŷ) + B1(− sinωtx̂+ cosωtŷ) (2.31)

which can be understood as two counter-rotating fields. A rotating frame can be

chosen corresponding to the direction of spin precession where the static field appears

to decrease from B0 to B0 − ω/γ. When viewed from the rotating frame, the spin

appears to precess around ŷ at the rate γB1/2.

In Ramsey’s method, the oscillating field is switched on for a time τ such that

γB1τ/2 = π/2. This π/2 pulse causes the spin to lie along the x̂ direction, perpendic-

ular to ŷ, as seen from the rotating frame. After time τ the spin is left to precess in

the x−y plane at a rate Δω = γΔB, where ΔB = B0−ω/2γ, for a time T . The spin

makes an angle φ = ΔωT relative to x̂. After time T , provided Δω �= 0, as seen from

the rotating frame the spin will not be perpendicular to ŷ. Then a second π/2 pulse

causes the spin component along x̂ to precess and lie along −ẑ. The spin projection

along x̂ is cosφ and the difference of the probability of finding the spin along ẑ and

−ẑ is given by

P+ − P− = − cosφ = − cosΔωT. (2.32)

This method gives a way of determining the spin precession frequency in relation to a

known, stable oscillator and is sensitive to the accumulated phase of the spin relative

to the oscillating magnetic field. More details about the Ramsey method are available

in his book [20].
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Figure 2.2: a. Static magnetic field applied along the z-axis and an

oscillating magnetic field along the y-axis in a classical vector model

of spin-1/2 precession. b. Oscillating magnetic field represented as

two counter-rotating fields, after [15]

2.4.2 Neutron Beam Experiments

Neutron EDM experiments have been of two varieties: beam experiments and storage

experiments. The first known nEDM experiment used a neutron beam at the Oak

Ridge reactor around 1949-1951 as the Ph.D. thesis of J. H. Smith. It was not

until 1957 that Smith, Purcell and Ramsey published their findings [19]. Figure 2.3

highlights the main features of the Oak Ridge nEDM experiment which included

Ramsey’s method of separated oscillatory fields.

A polarized neutron beam passed through a static magnetic field of 250 G which

gave a Larmor frequency of 750 kHz and an electric field near 72 kV/cm. The two

coils in Fig. 2.3 supplied the oscillating field. Figure 2.4 shows resonance curves of the
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Figure 2.3: Outline of Oak Ridge nEDM experiment from 1950,

figure from [15].

neutron counting rate against the magnetic field oscillation frequency for faster (top)

and slower (bottom) neutrons. The angle of the magnetized mirror polarizer selected

the average velocities of incoming neutrons. By setting the oscillating frequency to a

value corresponding to the side of the central peak or valley the effect of the electric

field polarity on counting rate could be determined. The experiment reported the

upper limit

dn < 5× 10−20 e cm. (2.33)

A second nEDM experiment [21] also at Oak Ridge a decade after the first was

reported used improved neutron moderation and polarization techniques to produce

neutrons of 60 m/s average velocity resulting in an interaction time 20 times longer

[15]. The reported upper limit was

dn < 6× 10−22 e cm. (2.34)

That same year Schull and Nathans published results of the MIT nEDM experiment

[22]. This was a Bragg scattering experiment which used the electric field near in

the CdS crystal to scatter neutrons using the v × E field and the neutron magnetic
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Figure 2.4: Resonance curves from the first nEDM experiment,

figure from [15].

moment [23]. The nEDM contribution to the scattering potential is of the form V (r) =

−dn · E(r) where the electric field has the form Zer/r3 modulo electron screening

effects. Each crystal plane makes a contribution to the scattered wave. Although

the electric field is of order 10 MV/cm the interaction time is only of order 10−7 s.

Variation of the reflected intensity correlated with the neutron spin direction relative

to the momentum transfer would imply a nEDM [15]. The experiment reported the

upper limit

dn < 8× 10−22 e cm. (2.35)
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A better understanding of systematic errors at Oak Ridge in 1968 resulted in an

improved limit of dn < 3 × 10−22 e cm [24] and again in 1969 [25] with the limit

dn < 5 × 10−23 e cm. Although other nEDM experiments sprung up outside of Oak

Ridge they tended to be limited by low neutron flux. The dominant position of the

Oak Ridge nEDM apparatus continued until 1973 when a final set of improvements

yielded the limit [26]

dn < 1.0× 10−23 e cm. (2.36)

The Oak Ridge apparatus was eventually moved to the Institut Laue-Langevin

(ILL) in Grenoble, France where the cold neutron flux was three orders larger than

at Oak Ridge. With the higher flux and improved sensitivity some of the major

systematics became sparks, leakage currents and forces between electrodes due to the

electric field. Indeed the final result in 1977 [27] was limited by systematic effects

and not by counting statistics:

dn < 3× 10−24 e cm. (2.37)

2.4.3 Ultracold Neutron Storage Experiments

The second, and more successful, type of nEDM measurements used storage of slow

neutrons. It was predicted in 1959 [28] that if the neutron kinetic energy was below

some material threshold energy then neutrons could be stored by total reflection from

material surfaces. The typical Fermi potential for material surfaces is UF ∼ 200 neV

which means for total reflections neutrons should have velocities near 5 m/s and

effective temperature near 2 mK [15]. Neutrons which meet these criteria are termed

ultracold neutrons (UCN). UCN have been useful not just for nEDM experiments

but have contributed to many tests of fundamental principles; an excellent review of

UCN technology can be found in [29].
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A major advantage of storage experiments over beam experiments is the suppres-

sion of the v×E effect, also called the motional field effect. Special relativity predicts

that moving relative to a source of a static electric field generates a magnetic field

Bm in the moving frame:

Bm � v/c× E. (2.38)

Bm is on the order of a few tens of μG for a typical atomic thermal velocity of 300

m/s and static electric field strength 10 kV/cm [15]. For an EDM experiment with

an applied magnetic field B0 the effective field strength would be B = B0 +Bm with

magnitude

B = B0 + θEBBm +
1

2

B2
m

B0

(2.39)

where θEB is the angle between E and B in the plane perpendicular to v [15]. This

produces a change in the Larmor frequency

δω =
γθEBv

c
E +

γv2

2c2
E2

B0

. (2.40)

Thus when θEB �= 0 a spurious shift in the frequency is generated which mimics the

EDM. The motional field effect proved to be the limiting factor for beam experiments

and could be suppressed in neutron storage experiments.

The capacity for a much longer interaction time with stored neutrons as opposed

to a neutron beam meant that there was significant potential for improvement of the

nEDM limit. Figure 2.5 shows a schematic of the UCN storage apparatus used at for

the nEDM experiment at ILL. Using a UCN density around 90 cm−3 the experiment

improved the limit in 1990 [30] to −(3 ± 5) × 10−26 e cm giving the upper limit

|dn| < 12× 10−26 e cm (90% CL).

In the 1990 ILL experiment the 5 liter storage chamber was filled with a polarized

UCN density of 10/cm3 through a door in the ground electrode (although the effective

UCN density was closer to 4/cm3 after each measurement cycle). A 10 mG magnetic
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field was present parallel to the axis of the chamber and electric fields up to 1.6 MV/m

were used. After filling with UCN, a Ramsey pulse was applied for four seconds which

turned neutron spins perpendicular to the magnetic field. After 70 seconds the second

Ramsey pulse was applied and then the chamber was allowed to empty. Neutrons in

the appropriate spin state passed through a polarizer / analyzer to the detector. The

spins of the remaining UCN were reversed adiabatically allowing them to also reach

the detector. One measurement cycle took about 124 seconds and one run consisted of

about 1000 measurements of the resonant frequency. A shift of the resonant frequency

with applied electric field would indicate an EDM: Δνn = [νn(E)− νn(−E)]/2.

Figure 2.5: Schematic of UCN storage nEDM experiment at the

ILL, figure from [15].

In 1992 a UCN nEDM experiment at the Petersburg Nuclear Physics Institute

(PNPI) reported the limit 1.1× 10−25 e cm [31].



2.4 nEDM Experiments 22

Figure 2.6: Schematic of UCN nEDM experiment at PNPI, figure

from [15].
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Chapter 3

The SNS nEDM Experiment

3.1 The Search for nEDMs

The search for nEDMs has three facets: it tests for violation of time reversal sym-

metry, tests supersymmetry predictions and could help account for the baryon asym-

metry of the universe. A nice historical survey of nEDM experiments can be found

in [15].

The Standard Model (SM) prediction for the value of the nEDM is 10−31 e·cm
while the present experimental limit on the size of the nEDM is 3×10−26 e·cm [32].

The SM prediction is well-beyond the reach of present technology, however the five

decades of sensitivity between the SM value and the present limit is fertile ground

for new discoveries. The SM is not a complete description of the universe as, for

example, in the case of symmetry violation. Many theoretical models exist beyond

the SM which seek to solve the puzzles left behind by the SM. These models, such

as supersymmetry, have their own predictions for the size of the nEDM and these

predictions lie between 10−26 and 10−31 e·cm.

Figure 3.1 shows the recent progress in nEDM experiments and the relation to
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theoretical predictions. In 1950 Purcell and Ramsey pointed out the absence of

experimental evidence for parity symmetry in nuclear forces. As a first test of nuclear

parity symmetry they sought to measure the nEDM and placed the first limit on its

value [19]. Specifically, the nEDM is a probe of parity symmetry in the strong force

but not the weak force. In 1956 T. D. Lee and C. N. Yang asked for experimental

verification of parity symmetry in the weak interaction. Not long after that, Wu

and Ambler observed that parity was violated in the decay of polarized 60Co [5].

Note the gap in nEDM experiments in Fig. 3.1 which resulted from opposition to

nEDM experiments founded on the additional T -violating property of the nEDM and

the popular consensus that a nEDM would be very unlikely. The discovery of CP

violation (and indirectly also T -violation) in the decay of the K0 in 1964 [33] set off

a bevy of nEDM experiments. Techniques using ultracold neutrons (UCNs) allowed

for steady progress in nEDM research and, in particular, recent advancements in the

production of UCNs at high densities have allowed rapid progress in the last decade.
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*
*
*

CryoEDM

MultiCell

PSI

Figure 3.1: Historical progress of neutron EDM measurements and

relation to theoretical predictions of nEDMs. Experiments marked

with * are ongoing. The 3He-UCN experiment is described in the

next section. [?]

3.2 SNS nEDM Experiment

A recently proposed nEDM experiment is being constructed at the Spallation Neutron

Source (SNS) in Oak Ridge National Laboratory [34]. Using new experimental tech-

niques, the SNS nEDM experiment seeks to improve the present limit of the nEDM

to the 10−28 e·cm level. The present limit on the nEDM is dn < 3× 10−26 e·cm (90%

C.L.) measured in Grenoble at the Institute Laue-Langevin reactor [32].

A 2011 Report to the Nuclear Science Advisory Committee submitted by the Sub-
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committee on Fundamental Physics with Neutrons said “...the scientific motivation

for EDM searches remains as compelling as ever. In particular, a measurement with

sensitivity at the anticipated reach of the US nEDM experiment (∼ 5 × 10−28e-cm)

would have profound impact on nuclear physics, particle physics and cosmology, even

in the event of a negative result.”

The SNS nEDM experiment is qualitatively different from the nEDM experiments

which preceded it. The experiment uses the magnetic resonance technique where neu-

trons are polarized in a plane perpendicular to applied parallel magnetic and electric

fields. The experiment relies on a three-component fluid made of ultracold neutrons

and a dilute solution of 3He in a bath of superfluid 4He. The polarized 3He will

act as a neutron spin analyzer by utilizing the large absorption cross-section for the

spin singlet state. In addition, polarized 3He will also act as a co-magnetometer

since its precession can be measured using Superconducting Quantum Interference

Devices (SQUIDs), providing information about the in situ magnetic field. The po-

larized 3He within the same storage volume will provide accurate spatial and tempo-

ral averages of the magnetic field experienced by the neutrons. This is possible since

datomic(
3He) < 10−32 e·cm [35].

Ultracold neutrons for the experiment will be produced from the Fundamental

Neutron Physics Beamline at the SNS which will deliver 8.9 Å neutrons to the cryostat

shown in Fig. 3.3. The incoming neutrons are polarized and downscattered to less

than 165 neV in the superfluid 4He by emitting a phonon (Fig. 3.4). The 8.9 Å

neutrons are necessary so that the emission of a single phonon excitation will reduce

the neutron energy to a minimum. The absorption of phonons by slow moving UCN

is strongly suppressed below 1 K.

Inside the measurement cell (Fig. 3.3) ultracold neutrons and 3He are made to

precess in the plane perpendicular to the weak magnetic holding field [36]. The

gyromagnetic ratio of 3He is about 10% larger than that of neutrons and neutron
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and thereby influence the rate of capture by 3He. Since 3He does not posses an EDM

at the level of precision then any change in the frequency of detected scintillation

light would be due to a change in the neutron precession. The precession frequency

of neutrons is given by

νn = −2μnB0 ± 2dnE0

h
= ν0 ± Δν

2
(3.2)

where B0 is the weak magnetic holding field (10 mG), E0 is the applied electric field

and h is Planck’s constant. The nominal Larmor frequency is 29.2 Hz. The ± reflects

the fact that E0 is applied parallel or anti-parallel to B0. By taking the difference

between the two measurements the frequency shift is

Δνn = −4dnE0

h
. (3.3)

The expected frequency shift for E0 = 50 kV/cm is

Δνn = −1.6× 10−9 dn
1× 10−27 e·cm . (3.4)

The following example illustrates well the challenge of measuring a small EDM

[37]. For a neutron in magnetic and electric fields the Hamiltonian is

H = −(μns ·B+ dns · E)/s . (3.5)

On reversing the electric field relative to the magnetic field, one can look for an energy

shift ΔW = W+ −W−,

W± = 2μnB ± 2dnE = h̄ωB ± h̄ωE , (3.6)

or a change in precession frequencies ω± = ωB ± ωE from

ds

dt
= (μns×B+ dns× E)/s . (3.7)

Using E = 10 kV/cm and dn ∼ 10−26 e·cm the energy shift is ΔW = 8 × 10−22 eV

and Δω = 7 × 10−7 Hz. Compared with dn, μn = 6 × 10−12 eV/G and ωB = ωE
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when B ∼ 10−10 G. This magnetic field is about the size of that produced by a small

magnet 100 meters away!

EDM experiments, by their very nature, push the boundaries of what is physically

possible to measure. The ultimate precision of a nEDM measurement can be deduced

[37]. The energy difference under reversal of the electric field, ±E, is ΔW = 4dnE

and the uncertainty in the W± is given by h̄/t from the uncertainty principle, where

t is the duration of the measurement. Then with N total neutrons, the uncertainty

δdn becomes

δdn ∼ h̄

2Et
√
N

. (3.8)

Thus the highest precision will be possible with large E, long storage time and a large

number of neutrons. The figure of merit for nEDM measurements is E
√
Nτ where N

is the number of neutrons in the measurement cell and τ is duration of the measure-

ment [36]. Practical limitations place upper bounds on E and the neutron lifetime

places a limit on τ . This is the reason much effort has been spent in recent years on

improving the neutron density for experiments which use UCN. The main advantages

of using superfluid 4He as the working medium for the SNS nEDM experiment are

its ability to sustain large electric fields and the in situ UCN production which helps

maximize the number of UCN.

In superfluid 4He at 0.4 K the upscattering of neutrons by phonons is negligible

and with an anticipated UCN production rate of 0.3 UCN/cm3/s the neutron density

should reach up to 150 UCN/cm3 during each 500 second measurement cycle. An

accumulation of 3-4×105 neutrons per measurement cell is expected.

The scintillation produced by the proton and triton products is in the extreme

ultraviolet which is wavelength-shifted using deuterated tetraphenyl butadiene into

light which can be detected by photomultiplier tubes (PMTs). It is expected that

around 5 photoelectrons per capture would be observed by the PMTs. A number only
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slightly lower would be insufficient to distinguish between the particles that produced

the light, such as protons / tritons or electrons from beta decay or Compton-scattered

capture γ rays [36] which could affect the background in the nEDM experiment and

hence its sensitivity. An alternate detection method will be discussed in Chapters 5

and 6.

There are two complementary detection methods in the SNS nEDM experiment.

The first is the free precession method which uses the dilute solution of polarized 3He

in the superfluid 4He bath with a ratio N3/N4 ∼ 10−10 and density ρ ∼ 1012/cc. The

nEDM signal appears as a change in the relative precession frequencies of 3He and

the UCN upon reversal of the electric field with respect to the magnetic field. The

precession frequency of 3He should not change.

The second detection method uses dressed spin. A strong non-resonant rf field

is applied as to ‘dress’ the spin of 3He by modifying its gyromagnetic ratio until

the relative precession between 3He and the UCN is zero. Any departure from zero

corresponding to changes in the electric field would indicate a nEDM. The advantage

of this method is that the measurement becomes independent of variations in the

ambient magnetic field since both 3He and the UCN respond in the same way to any

variations.



3.2 SNS nEDM Experiment 31

Figure 3.3: Closeup of the central volume of the nEDM cryostat

showing the components surrounding the measurement cell.

Figure 3.4: Dispersion curves for free neutrons and liquid 4He. The

intersection of the curves is used for producing ultracold neutrons.



3.2 SNS nEDM Experiment 32

3.2.1 High voltage in the SNS nEDM

Figure 3.5: High voltage multiplication system at LANL for char-

acterizing the breakdown strength of liquid helium.

The electric field in the SNS nEDM experiment is produced using a HV multi-

plier method [36]. The method works by connecting a pair of fixed electrodes to a

variable capacitor, the variable capacitor is charged using a power supply and then

the power supply is removed. The plates of the variable capacitor are then manually

separated and, because the amount of charge is fixed, the voltage across the plates

is increased because the capacitance is decreased. This method eliminates several

potential complications including feedthroughs and cables which would need to be

capable of handling hundreds of kV as well as any supply instabilities. Instead, the
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HV multiplication method can use standard commercial feedthroughs and still be

capable of supplying several hundred kV. Measurements of breakdown in superfluid

4He using this system however were not encouraging at the saturated vapor pressure.

This motivated additional breakdown studies at and above saturation which will be

discussed in the next chapter.
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Chapter 4

Electric Breakdown in Normal

Liquid and Superfluid Helium

4.1 High Voltage in the SNS nEDM Experiment

The increasing popularity of ultracold neutrons (UCNs) for EDM measurements

means that significant focus is placed on the production of UCNs in this and the

next generation of nEDM measurements. The advantages of using UCNs for study-

ing nEDMs were discussed in the previous chapter. UCNs have in recent decades

spurred progress in nEDM research and an additional several orders of improvement

in sensitivity can be achieved with a corresponding increase in UCN density. Also

of fundamental importance to nEDM (or any EDM investigation) is the electric field

which couples to the particle’s EDM and hence a larger magnitude electric field can

generate a more sensitive measurement of the nEDM.
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Figure 4.1: Results of electric breakdown tests in liquid helium

using the LANL setup [38].

4.2 Liquid Helium & Superfluidity

Liquid helium (LHe) has been an attractive medium in physics experiments for many

decades. Not long after helium was first liquefied at 4.2 K, it was observed that below

about 2.17 K LHe underwent a transition to what came to be known as a superfluid,

also known as He-II, to distinguish it from normal LHe, or He-I above 2.17 K. Since

then, LHe has made possible the discovery and study of superconductivity, has been

a model system in myriad experiments and low temperature applications, and of
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interest for its many intrinsic properties such as macroscopic quantum behavior. A

century after the first liquefaction of helium, LHe continues to be an important tool

in physics research.

Figure 4.2: Progress in low temperature technology, from [39].

Despite the spherical shape of the 1s2 shell of helium, and hence the absence of

a permanent electric dipole moment, helium atoms still experience Van der Waals

forces. Zero-point fluctuations in the charge distribution of the helium atom give rise

to fluctuating electric dipole moments and attractive dipole-dipole interactions be-

tween neighboring atoms. Due to the very small atomic polarizability of helium atoms

the binding force between neighboring atoms is weak. For a volume V containing a

helium atom, the ground state energy is

E0 =
3h̄2π2

2mV 2/3
(4.1)

and it can be seen that the small mass and atomic polarizability (binding energy)
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means helium atoms have a large zero-point energy. For this reason helium has

the lowest boiling temperature and is the only substance that remains liquid under

saturation1 in the limit T → 0. Helium has a solid phase only at pressures above 25

bar.

Figure 4.3: Helium-4 pressure-temperature phase diagram, from

[40].

The specific heat of liquid helium was first measured by Dana and Onnes [41] and

though they found an abnormality at 2.17 K it was not until the measurement was

repeated by Keesom and Clusius [42] that the abnormality was attributed to a second

1Saturation means saturated vapor pressure or the vapor-liquid coexistence curve where vapor

and liquid are always in equilibrium.
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order phase transition. The second order phase transition at 2.17 K came to be called

the λ-transition due to the shape of the specific heat curve as seen in Fig. 4.4.

Figure 4.4: Specific heat of saturated liquid helium, from [43].

Experiments with liquid helium below Tλ = 2.17 K showed that it was in many

ways significantly different from liquid above Tλ. Simultaneous studies by Kaptiza [44]

(who also coined the term superfluidity in analogy to superconductivity) and Allen

and Misener [45] found He-II could flow through very narrow capillaries without any

measurable friction. Following this, London suggested that superfluidity could be the

manifestation of a Bose-Einstein condensate [46] which allowed Tisza to propose the

two-fluid model of liquid helium [47].

The two-fluid model provides a phenomenological description of He-II and has

been successful at explaining the various anomalous properties of He-II. Below Tλ,

liquid helium behaves as if it is a mixture of two interpenetrating fluids with distinct

properties [43]. Although this model does not provide a physical picture (since the

two fluids are not physically separate) it is useful to express the density of He-II as
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the sum of two components

ρ = ρn + ρs (4.2)

where n and s denote the normal-fluid and superfluid components respectively, Fig.

4.5.

Figure 4.5: Normal-fluid and superfluid fractions in He-II, from

[43].

In the two-fluid picture, the superfluid component does not carry entropy and

exhibits no friction while the normal fluid carries all the entropy and exhibits vis-

cosity. Below Tλ the temperature dependence of the normal fluid density is well-

approximated by

ρn = ρλ

(
T

Tλ

)5.6

(4.3)

where ρλ is the total density at the λ-transition. The two-fluid model has been

useful in understanding He-II flow through narrow capillaries where the normal-fluid

component is blocked (such narrow channels are also known as superleaks). This gives



4.2 Liquid Helium & Superfluidity 40

rise to the thermomechanical effect in He-II: when two containers of He-II are joined

by a superleak and the pressure of one container is increased then the superfluid

component will flow from one container to the other. This alters the ρs/ρ fraction

of both containers and thus a temperature gradient results. The two-fluid model has

also been successful in describing other He-II properties including heat transport and

sound propagation.

Figure 4.6: Superfluid film on a vertical wall, from [39].

Superfluid inside a container has the ability to coat all the inner surfaces with a

film. Vapor atoms above the superfluid are adsorbed onto surfaces due to the strong

Van der Waals interaction and the first layer of helium atoms forms a solid with the

liquid film above it [39]. Film thickness is typically around 30 nm at SVP. Figure 4.6

shows a superfluid film on a vertical wall. For a thin film the thickness d is given by

d =
(
α/mgh

)1/3
(4.4)
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where α is the van der Waals constant: α/kB = 10 − 200 K ×(number of He

layers)3 [39], and mgh is the usual gravitational potential. Superfluid film should

have interesting consequences for high voltage studies in He-II as will be discussed

later. In principle, helium vapor should not be able to ‘see’ solid surfaces since they

should be coated with film which should preclude heterogeneous nucleation of vapor

from cavities in the solid surface but our data seem to show otherwise.

Figure 4.7: The flow inside superfluid film allows it to travel into

and out of containers, from [39].

4.3 Electric Breakdown in Gases

Generally speaking, gases make good insulators. Electric breakdown is typically

viewed as the sudden transition from an insulating to a purely conducting state.

When a small voltage is applied between two electrodes enclosing a gas then a

small current will flow through the gas. When the voltage is increased then there is a

corresponding increase in the flowing current. At sufficiently high voltage the current

increases rapidly and the gas becomes temporarily conducting via a runaway process

of charge multiplication known as breakdown.
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The drift of charged particles in an electrically stressed gas gives rise to what is

known as the dark current. Charged particles in the electrode gap originate from

ionization of the gas due to naturally present radioactive substances and cosmic rays.

Additional charges will be produced when the electric field is large enough to impart

sufficient energy to moving charges so that neutral gas molecules can become ionized

by collision. Impact ionization by electrons, when it becomes dominant and self-

sustaining at large fields, is the reason breakdown occurs.

In this section the basic theory of electric breakdown will be outlined. Also dis-

cussed are empirical studies of breakdown in liquids with particular emphasis on

cryogens.

At small voltages and normal temperature and pressure gases are good insulators

with low leakage currents. When the voltage between two electrodes is increased

beyond some critical value there is a sharp increase in the current until an electrical

breakdown occurs and the insulating gas transitions rapidly to a conducting state.

The current which occurs between electrodes at different potentials is known as the

ionization current and is due to the production and subsequent drift of electrons

and ions. Mechanisms which produce ionization of the gas include collisions, photo-

ionization and secondary ionization.

Ionization by collision is due to energetic electrons which gain energy from the

electric field between collisions. When the energy gained between collisions exceeds

the ionization potential of some gas species A then ionization by collision takes place

e− + A→ e− + A+ + e− . (4.5)

The initial electrons can be supplied by various means such as ultraviolet light striking

the cathode, ionization due to cosmic rays or field emission from sharp points on the

cathode. It is clear that this mechanism can produce an increasing number of electrons

and ions and hence a rising ionization current (viz. the number of electrons striking
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the anode is greater than the number of electrons liberated from the cathode). The

efficiency of this primary ionization depends on the energy the electrons can acquire

along its mean free path in the direction of the electric field. Positive ions striking

the cathode can also liberate additional electrons which contribute to the ionization

process.

Secondary ionization is the mechanism which causes discharges to be self-sustaining

and leads to breakdown. The additional, or secondary, emission of electrons from the

cathode is due to the impact of positive ions and ultraviolet photons. Secondary

ionization by ion impact is described by the second Townsend ionization coefficient

γ which is the probability that one electron will be liberated from the cathode upon

impact. Similarly only a portion of electrons with energies above the ionization en-

ergy will ionize the gas since ionization by impact is a probability phenomenon and

the ionization cross-section depends strongly on the electron energy [48]. Depending

on the gas species, there exists an optimal electron energy for which the ionization

cross-section is maximized, which could be a few times the ionization energy.

The average energy gained by an electron along the mean free path in the direction

of the field is ΔW = eEλ̄e where λ̄e is the mean free path along the direction of the

field E. The energy ΔW is proportional to the quantity E/p, where p denotes the

gas pressure, since λe ∝ 1/p. For the electron to ionize a neutral atom ΔW ≥ eVi

where Vi is the ionization potential. It is still possible, however, for electrons with

energies less than the ionization energy to ionize atoms since the electron can excite

the neutral atom and a subsequent collision with a second electron, whose energy is

also less than the ionization energy, could ionize the atom.

The Townsend model of breakdown begins with the number of electrons n0 emitted

from the cathode [49]. If at a distance x away from the cathode the number of

electrons is nx then a further distance dx there will be αnxdx electrons. Here α is

the first Townsend ionization coefficient and denotes the average number of ionizing
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collisions between an electron and neutral atoms in a distance of one centimeter. It

follows that
dnx

dx
= αnx (4.6)

and thus

nx = n0 exp(αx) . (4.7)

If the distance to the anode is d then the number of electrons reaching the anode will

be nd = n0 exp(αd). It follows that if I0 is the average current at the cathode then

the average current I between the electrodes is given by

I = I0 exp(αd) . (4.8)

This process describes the electron multiplication due solely to first ionization, i.e. it

does not take into account secondary electrons. The second ionization coefficient, γ,

is the probability of electrons being emitted from the cathode by secondary means

it is a sum of contributions from the various possible means of secondary emission:

γ = γ1 + γ2 + γ3 + ... Both the first and second ionization coefficients are functions of

the gas pressure p and reduced electric field E/p [49].

When secondary ionization is included then the number of electrons leaving the

cathode can be written

n′′
0 = n′

0 + n0 (4.9)

where n′
0 is the number of secondary electrons and n0 is defined as before. If nd

electrons reach the anode then

n′
0 = γ[nd − (n0 + n′

0)] (4.10)

and

nd = (n0 + n′
0) exp(αd) . (4.11)
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Combining the two equations above then gives

nd =
n0 exp(αd)

1− γ[exp(αd)− 1]
(4.12)

or in terms of current

I =
I0 exp(αd)

1− γ[exp(αd)− 1]
. (4.13)

As seen in the equation above, below some threshold value of d if the initial

current I0 is removed then the total current tends to zero. However, as the electrode

separation d is increased then the total number of charges created is increased and

the denominator tends to zero and this will lead to breakdown. Above some critical

value of the separation

1− γ[exp(αd)− 1] = 0 (4.14)

depicting a runaway current and corresponding to a breakdown. This is known as

Townsend’s breakdown criterion [49] and is often written

γ[exp(αd)− 1] = 1 (4.15)

γ exp(αd) � 1 . (4.16)

For some configuration of gas pressure and electrode separation there will be some

voltage V for which values of α and γ satisfy the breakdown criterion. It should also

be noted that the Townsend mechanism is considered valid for values of pd (the

product of gas pressure and electrode separation) less than about 1000 torr-cm. The

investigation described in this chapter is consistent with the Townsend pd region of

validity. For higher values of pd the more correct picture is provided by the streamer

theory of breakdown.
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4.3.1 Paschen law of breakdown

The first and second Townsend coefficients are functions of E/p

α/p = f1(E/p) (4.17)

γ = f2(E/p) (4.18)

and E = V/d. The breakdown criterion can thus be written

f2

(
V

pd

){
exp

[
pdf1

(
V

pd

)]}
= 1 . (4.19)

The expression for the first ionization coefficient is determined experimentally to be

α

p
= A exp

[− B/(E/p)
]

(4.20)

where A = σi/kT and B = Viσi/kT and σi is the ionization energy. The constants

A, B have to be determined experimentally and the expression for α is only valid

for a range of E/p values. Table 4.1 shows the measured values A, B for various gas

types. The experimental values of A, B however rarely agree with the theoretical

values defined above due to many simplifications which are made in the derivation.

Because for a given pd the voltage which satisfies the breakdown criterion is the

breakdown voltage Vb then the equation above implies that Vb is a function of pd,

Vb = f(pd) . (4.21)

The relationship in Eq. 4.21 is known as the Paschen law. Fig. 4.8 shows the Paschen

curve for helium gas. It is straightforward to establish the Paschen curve by measuring

the breakdown voltage for a series of pd values if the pressure and electrode spacing

are known accurately.
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Table 4.1: Experimental values for A, B at STP, from [48].

Gas

A

ion pairs

cm−1 Torr−1

B

V cm−1

Torr−1

E/p range

V cm−1 Torr−1

Vi

volts

H2 5 130 150-600 15.4

He 3 34 20-150 24.5

N2 12 342 100-600 15.5

Air 15 365 100-800 –

CO2 20 466 500-1000 12.6

Hg 20 370 200-600 –

Figure 4.8: The theoretical and experimental Paschen curves for

helium gas, from [50].
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There are several noteworthy features of the Paschen curve which are true for

Paschen curves for all gas types. Above the Paschen minimum (for larger values

of pd), the breakdown strength is a linear function of pd and below the minimum

the breakdown strength increases rapidly. The Paschen law is summarized by the

equation

VB =
Bpd

ln
(

Apd
ln(1+1/γ)

) (4.22)

where A,B are empirical constants and γ is the second ionization coefficient.

While most gases have similarly shaped Paschen curves, the shape of the helium

curve however is peculiar, as shown in Fig. 4.8. Hartmann and colleagues [51] ana-

lyzed the shape of the helium Paschen curve using experiment and simulation. The

position of (pd)min and its corresponding voltage are determined by the gas type and

cathode material. For helium, it was found that at low pressure (left of the Paschen

minimum) breakdown can occur at three different voltages [52]. The span of voltages

is as much as two orders of magnitude and the manifestation of one of the three

voltages can depend on the preponderance of different charge generating processes

• electron collisions with He atoms (elastic scattering, excitation, ionization)

• He+ ion collisions with He atoms (elastic scattering, charge transfer, 21P exci-

tation, ionization

• collisions of fast He atoms with He gas (elastic scattering, 21P excitation, ion-

ization).

4.4 Nucleation theory

Nucleation theory describes the germination and growth of phase nuclei when a system

undergoes a phase transition. Nucleation theory can be used to model a variety of
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systems which undergo phase transitions ranging from solid-liquid-vapor transitions

to magnetic domains and growth of nanofilms. This discussion will focus on nucleation

in the liquid-vapor transition and discuss its relevance to electric breakdown.

A transformation of a system from phase A to phase B occurs in two ways: via

the homogeneous and heterogeneous nucleation of phase B. Homogeneous nucleation

of a new phase occurs inside the bulk of a pure material (e.g. away from the walls

of the container) and is the result of random density fluctuations due to thermal mo-

tion. Homogeneous nucleation is an intrinsic property of the material and represents

the limit of stability of phase A. Observing homogeneous nucleation in a substance

requires very careful experimental conditions.

Nearly all phase transitions in ordinary experience are heterogeneous in nature.

Heterogeneous nucleation of phase B inside of phase A occurs due to the presence of

container walls, impurities or other disturbances which reduce the energy barrier for

the formation of phase B. The accepted parameters (such as temperature and pres-

sure) for phase transitions of ordinary substances are always in terms of heterogeneous

nucleation of the second phase.

4.4.1 Heat transfer hysteresis

An abundance of studies has been done on heat transfer dynamics in liquids. In par-

ticular, liquid helium has been of great interest for its myriad applications in cooling

and intrinsic properties. He-I has a relatively small thermal conductivity and rela-

tively large specific heat [53]. Steady state heat transport is dominated by convection

rather than conduction in He-I. For studies of heat flux and heat transfer the primary

determining factor is surface roughness and involve measuring the relationship be-

tween heat flux and change in temperature. The significance of the surface roughness

to wetting and heat transfer will be discussed.
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There are three principal regimes of heat transfer

1. natural convection: density-driven currents without phase change

2. nucleate boiling: activation of vapor nucleation sites on surface

3. film boiling: continuous vapor film on heated surface

which are distinguished by their critical heat fluxes [53]. The nucleate boiling regime

marks the onset of the phase change when heat flux is increased beyond the convection

limit.

Figure 4.9 shows typical heat transfer hysteresis in He-I. Below a certain heat

flux heat is transferred by convection. As the heat flux is increased vapor nucleation

sites become ‘activated’. The activation of vapor nucleation sites is the formation

and growth of vapor bubbles on irregularities on the heated surface. As the heat

flux is raised or lowered, nucleation sites can become activated and de-activated: it

is this process which causes hysteresis. For heat flux near the convection limit more

nucleation sites are activated and as the heat flux is reduced some of the sites can

remain activated, i.e., can trap small vapor bubbles. A subsequent increase in heat

flux can meet with a larger number of activated sites. Beyond a critical heat flux

q∗, the high rate of bubble growth and detachment creates a continuous vapor film

on the heated surface. To recover the nucleate boiling regime it is then necessary to

reduce the heat flux to below q∗.

The values of critical heat fluxes which distinguish between the three regimes

vary by 2-3 factors among different investigations [53] and depend greatly on the

surface preparation (which determines nucleation site density). The orientation of

the heated surface also influences heat transfer since the gravitational force aids in

bubble detachment. Highest values of critical heat fluxes are measured in surfaces

facing upward. This bodes well for a ground electrode which faces upward and a
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spherical high voltage electrode which can reduce vapor trapping inside the gap in

the HV cryostat. Finally, the bath pressure affects the heat flux boundaries between

the regimes through the deactivation of nucleation sites.

Figure 4.9: Typical heat transfer hysteresis in He-I, from [53].

4.4.2 Nucleation, wetting & pre-breakdown

In classical nucleation theory, in the homogeneous case, the critical bubble radius is

given by the relation

PV = PL +
2σ

Rc

or Rc =
2σ

ΔP
(4.23)

where PV is the vapor pressure, inside the bubble PL the pressure of the liquid

medium, σ the surface energy per unit area and Rc the critical bubble radius in

chemical equilibrium with the liquid, for example [54]. Equation 4.23 is known as the
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Laplace-Kelvin equation. The critical bubble is in mechanical equilibrium with the

surrounding liquid while bubbles smaller than Rc will tend to collapse and bubbles

larger than critical tend to grow spontaneously (Fig. 4.10). The relative improbabil-

ity of homogeneous nucleation is due to the work necessary to overcome the critical

bubble size, known as the nucleation energy barrier. Homogeneous bubbles form by

density fluctuations in the liquid when the localized density is temporarily lower than

the average density. Molecules that travel into this region can undergo evaporation

and molecules that travel from this region into denser fluid undergo condensation.

The number of critical sized nuclei is given by the Boltzmann distribution

n = N exp(−ΔFmax/kT ) (4.24)

where N is the number of molecules and ΔFmax is the nucleation barrier [55]. The

rate of molecule transfer to bubbles of critical size, which cause spontaneous growth,

determines the nucleation rate. The nucleation rate, whether homogeneous or het-

erogeneous, is a measure of the level of superheat that a liquid can sustain. More

generally, the energy required for the formation of a spherical vapor bubble of radius

R is

ΔF = 4πR2σ − 4π

3
R3f (4.25)

where f is the unit volume.

For free bubbles in liquid equilibrium can be of two forms: mechanical and chem-

ical. In practice, the actual equilibrium is something in between, depending on re-

laxation times of bubble evolution. In liquids with low viscosity, where the bubble

radius can adjust rapidly, mechanical equilibrium is favored while chemical equilib-

rium prevails at higher viscosity if evaporation is also rapid.

If the molecules in a vapor bubble are treated as an ideal gas, kinetic theory

predicts that the number distribution of molecules having velocities between v and
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Figure 4.10: Free energy barrier for spherical bubble formation,

from [55].

v + dv is given by the Maxwell distribution

dnv = 4πn

(
m

2πkBT

)3/2

v2e−mv2/2kBTdv . (4.26)

The corresponding Maxwell energy distribution is given by

dNε = 2πN(πkBT )
−3/2ε1/2e−ε/kBTdε (4.27)

where dNε is the number of molecules having kinetic energies between ε and ε + dε.

It follows that the number of molecules with kinetic energies greater than ε∗ is given

by

N>ε∗ =

∫ ∞

ε∗
dNε . (4.28)

For systems with a phase boundary it is useful to define the fraction of molecules

with energies greater than ε∗ which, after carrying out the above integral, is given by

N>ε∗

N
=

(
4ε∗

πkBT

)1/2

e−ε∗/kBT + erfc
(√

ε∗/kBT
)

(4.29)

where erfc is the complimentary error function. The fraction defined by Eq. 4.29

is a rapidly increasing function of temperature and is characteristic of molecules in
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both gases and liquids [40]. This becomes relevant when charges inside a vapor region

subjected to an electric field gain energy and a vapor bubble can become a localized

source of heat.

Vapor bubbles, such as those that might originate from boiling of the cryogen,

can become attached to flat surfaces. In practice, however, few surfaces are truly flat

except for glasses. Nevertheless, the bubble on a flat surface serves an illustrative

purpose. Figure 4.13 shows a spherical approximation of a vapor bubble attached to

a flat solid. Bubbles attached to surfaces demonstrate the triple contact line, which

is the boundary where all three phases meet. The σi denote the surface energies of

the liquid-vapor, liquid-solid and vapor-solid boundaries. A simple balance of forces

for a bubble in mechanical equilibrium, Fig. 4.13, yields Young’s equation

σV S = σLS + σLV cos θc . (4.30)

The energy required to produce the bubble shown in Fig. 4.13 is modified, and lower

than the free bubble, due to its volume and the interface between the vapor and solid.

Assuming the bubble is hemispherical then the volume becomes

V =
1

3
πR3(1 + cos θ)2(2− cos θ) (4.31)

and the area of the liquid-vapor interface becomes 2πR2(1 + cos θ) and the area of

the vapor-solid interface is πR2 sin2 θ.

The surfaces of crystalline solids are an ever-present source of scratches, grain

boundaries and other irregularities at nm-μm scales. Figure 4.14 shows how an ad-

vancing liquid front might trap gas or vapor inside a crevice. The advancing contact

angle of the liquid is θ and the half-angle of the crevice is β. The first part of the

figure shows the case when θ < 2β and the liquid is able to fill the crevice. In the sec-

ond part θ > 2β and the advancing liquid front covers the crevice before filling with

liquid. The contact angle of the liquid is a measure of its wettability and depends on

the interaction between the liquid and substrate at the atomic level.
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Once vapor is trapped inside a crevice then a meniscus is formed between the

liquid and vapor (e.g., see [56] and references therein). Figure 4.12 shows the types

of heterogeneous vapor bubbles for (a) flat and (b)-(c) grooved substrates. Com-

pared with the homogeneous spherical case, the volume and surface energy terms are

modified in the heterogeneous case.

Taking into consideration nucleation of boiling is particularly important since

evaporative cooling is used in LHe. Throughout the cooling process it is assumed

that the saturation condition is satisfied, i.e. the system cools along the saturation

curve. It is very likely then that boiling is present in the bulk liquid originating at

heterogeneous nucleation sites such as impurities and surfaces. It is known that the

thermal conductivity of He-II is several orders of magnitude higher than He-I, for

that reason after the λ-transition evaporation is expected to take place only at the

liquid surface due to the absence of thermal gradients.

Small contact angles correspond to high wettability whereas low wettability means

large contact angles. For any liquid, the contact angle at any time must be confined

between two extremes: θa < θc < θr, where θa is the advancing contact angle and θr

is the receding contact angle.

The roughness of the surface being covered by liquid affects wettability. It has

long been known that smoother surfaces can produce better wettability.

It has been shown that pockets of vapor occurring due to incomplete wetting at

surfaces are energetically favorable over vapor bubbles in the bulk liquid. In [55] the

author provides a nice description of various bubble types. In the case of a spherical

bubble (Fig. ??-a) inside bulk liquid the free energy is

ΔF = 4πR2σ − 4π

3
R3δP (4.32)

where σ is the liquid-vapor surface energy, R the radius of the spherical bubble and

δP = P0−P the difference between the pressure inside the bubble and the saturation
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pressure P0.

a b c

liquid

solid

gas

Figure 4.11: Some bubble types. Arrows indicate the directions of

surface forces. a.) bubble floating in bulk liquid, least stable. b.)

bubble attached to surface, more stable. c.) bubble inside surface

crevice, concave outward, can withstand great pressure.

If a bubble is attached to a surface then its energy is modified [55]

ΔF =
(
4πR2σ − 4π

3
R3|δP |

)
λ (4.33)

where λ is a geometric factor defined as

λ =
(1 + cos θ)2(2− cos θ)

4
(4.34)

and θ is the angle of contact between the vapor bubble and solid surface (Fig. 4.12).

Note that 0 < λ < 1 and thus such a bubble is more favorable over a spherical bubble

in the bulk liquid.

The final type of vapor bubble considered is that contained inside a surface crevice

as shown in Figure 4.12. In this case, the free energy is given by

ΔF =
(
4πR2σ − 4π

3
R3|δP |

)
f(θ, β) (4.35)
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where the geometric function f is given by

f(θ, β) =
1

2
− sin(θ − β)

2
+

cos2(θ − β) cos(θ)

4 sin(β)
. (4.36)

(a)

(b) (c)

Figure 4.12: Types of heterogeneous vapor bubbles, from [55].

In this case, depending on the condition of the liquid, the surface of the vapor

bubble can be either concave outward or concave inward (as seen in Figs. 4.11-c)

and 4.12-c. The amount of concavity of the liquid-vapor interface is bounded by the

advancing and receding contact angles and depends on the applied pressure. The

turning point of the concavity occurs at θc = β + π/2. For θ < θc the bubble will be

concave inward and for θ > θc concave outward. As applied pressure decreases, the

contact angle will decrease until it reaches θr and will not decrease beyond that. If

the pressure continues to decrease, it will be more favorable for a new liquid-vapor

interface to form and a bubble will germinate from the nucleation site. Similarly,
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when the pressure is increased the contact angle will increase until it reaches θa and

will not increase beyond that. Then the liquid-vapor interface may move toward the

apex of the crevice. At the time of nucleation, such as during boiling, the trapped

bubble meniscus shifts from concave on the liquid side to convex on the liquid side

(Fig. 4.12-b and c).

The nucleation barrier (free energy maximum) is smallest for vapor pockets inside

surfaces crevices, such as would be found on poorly polished electrodes. The proba-

bility for nucleation, which increases as the energy barrier decreases, is thus higher

on rough surfaces.

The history of the liquid under study plays a critical role in nucleation phenomena.

Studies done by Winterton and Gallagher [57–59] show the importance of the pressure

history heterogeneous nucleation inside a liquid.

The pressure across the liquid-vapor interface of a bubble trapped in a crevice is

given by:

ΔP = P1 − P2 =
2σ

R
(4.37)

where P1 is the pressure inside the bubble, P2 the pressure outside and R the radius

of the bubble interface. The right hand side is clearly greater than zero. This is

known as Kelvin’s formula and it suggests that the differential pressure can become

very large for very small bubbles. This has the implication that small bubbles can

exhibit extreme mechanical stability against outside forces, such as pressurization. In

the case of a bubble inside a conical crevice, as the interface is pushed deeper inside

the crevice, due to for example an increasing pressure, the radius of the interface

decreases by virtue of the shape of the crevice.

Carrier injection by field emission is one way to create low density vapor regions

in a liquid insulator. However, in practice it is more likely that low density vapor

regions already exist due to incomplete wetting before the application of the field.
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It is easy to imagine that such regions would act as preferential regions for carrier

injection and subsequent growth of these regions by impact ionization for example.

Vaporization continues in this way until the electrode gap is bridged by a low density

vapor channel and breakdown can occur at this time.

σLV

σLS σV S

vaporliquid

solid surface

θc

Figure 4.13: A vapor bubble attached to a smooth flat surface.
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Figure 4.14: Simplified geometry of an advancing liquid front on a

solid surface with a crevic, from [56] The contact angle of the liquid

is given by θ and the crevice half-angle is β.

4.5 Apparatus

The experimental cryostat consists of two nested LHe volumes: a high voltage exper-

imental volume (HVEV) contained inside a larger volume that serves as a thermal

bath. The HVEV can be sealed off from the outer volume, so that the pressure of

the LHe within it may be controlled independently of the temperature, which is in

turn determined by the LHe in the outer bath. A schematic of the HVEV is shown

in Fig. 4.15. The outer cryostat is shown in Fig. 4.18.

High voltage is introduced to the HVEV via a commercial ceramic feedthrough,

rated to 20 kV (Fig. 4.15), which is terminated by a spherical electrode screwed onto

its end. The HV sphere is secured using vibration-proof washers (vacuum pumps and
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cryogen boiling cause vibrations which can shift the electrode position), which also

act as spacers to adjust the vertical position of the sphere relative to the feedthrough.

Dimensions of the electrodes and other components of the HVEV are given in Tab. 4.2.

The total LHe volume of the HVEV, with all components installed, is 0.18 �.

a

b

c

d

e f

g

h

h

i

k

l

m
no

p

j

Figure 4.15: HVEV elevation, to scale. a) Sperical HV electrode.

b) Cylindrical ground electrode. c) HV conductor. d) Ground

connection screw, with leakage current monitor wire. e) HV con-

ductor extension (capillary). f) Teflon insulator. g) Ceramic HV

feedthrough (Kurt Lesker model EFT012091). h) RuO temperature

sensors (Lakeshore model RX-102A). i) G-10 insert. j) Macor spacer.

k) Stainless steel enclosure. l) Top flange with Mylar gasket. m) HV

capillary ground shield (evacuated). n) Stainless steel He gas line

for pressurization. o) Custom needle valve, nominally SF–tight. p)

Stainless steel tube for temperature sensor and ground leads.
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A plate–sphere electrode configuation is used to reduce geometrical uncertainties

associated with parallel plates. The ground electrode is a flat cylinder with rounded

edges. It is attached with two screws to the flat bottom of a G10 fiberglass epoxy insert

coaxial with the feedthrough (Fig. 4.15). Both screws holding the ground electrode

are connected to leads that exit the HVEV through a stainless steel tube. The two

leads are grounded outside the cryostat; the ground electrode can be electrically

isolated from the HVEV for leakage current measurements. Continuity between the

leads can also be tested at any time to ensure proper grounding after the system is

sealed and cooled. The vertical position of the G10 insert relative to the feedthrough

can be adjusted, allowing additional flexibility in the electrode gap. Typical gap sizes

in the experiment range from 0.5 mm to 1.5 mm.

Either electrode can be replaced or easily adjusted between runs; electrodes of

different materials and/or surface preparations can be tested. Most of the experiments

reported below use electrodes made from type 304 stainless steel. After machining,

the electrodes are polished with progressively finer finishing papers, up to 1500 or

2500 grit (ANSI). The electrodes are then polished with a commercial compound [60]

which reduces the surface roughness to well below 1 μm Ra. Finally, the electrodes

undergo ultrasonic cleaning in acetone and alcohol. A separate set of electrodes

underwent additional commercial electropolishing and chemical cleaning steps [61].

While advertised electropolished surface roughness can reach as low as a few nm

Ra, in practice, electropolishing tends to reduce the roughness attained by the final

mechanical polish by a factor of 2. More importantly, electropolishing smoothes out

the smallest features of the surface. Figures 4.16 and 4.17 show the electropolishing

process and AFM scans of a typical handpolished electrode and an electropolished

electrode.

The HVEV is housed inside a stainless steel cylindrical enclosure (Figs. 4.15

and 4.18). The vacuum-tight seal for the enclosure is made using a Mylar gasket
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Table 4.2: HVEV dimensions (all units cm.)

HV electrode diameter 1.27

Ground electrode diameter 3.17

Ground electrode thickness 0.64

Ground electrode edge curvature radius 0.32

HV feedthrough diameter 1.90

HV feedthrough length 8.08

G10 support inner diameter 5.00

G10 support wall thickness 0.08

G10 support length 11.00

Steel enclosure inner diameter 6.80

Steel enclosure wall thickness 0.10

Steel enclosure length 17.80

HV conductor extension capillary outer diameter 0.30

HV capillary length 40.00

HV capillary teflon insulator outer diameter 1.90

HV capillary shield (grounded) inner diameter 2.54

Pressurization capillary inner diameter 0.32

Pressurization capillary length 75.00

coated with silicone vacuum grease. The HVEV is filled with LHe from the outer

bath through a custom needle valve. The valve is nominally superfluid (SF) tight and

remains closed during pressurization studies. The valve is controlled manually with

a torque rod installed in a compression fitting in the outer LHe volume top flange

(Fig. 4.18). Dimensions of the outer volume are given in Table. 4.3
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Figure 4.16: The electropolishing process, from [62]. 1. electrolyte

solution 2. cathode 3. metal workpiece (anode) 4. metal residue

removed from workpiece 5. surface before electropolishing 6. surface

after electropolishing

The central conductor of the HV feedthrough connects to a stainless steel capil-

lary (Fig. 4.15). The capillary runs through the neck of the outer cryostat inside a

stainless steel tube, and is insulated with a teflon sleeve running the length of the

tube (Fig. 4.18). The tube is evacuated to remove contaminants which may solidify

at LHe temperature and short out the capillary.

A second, external ceramic HV feedthrough is attached to the top of the stainless

tube with a vacuum-tight seal (Fig. 4.18). It is connected to a DC HV power supply

with a coaxial cable, fastened to the top of the feethrough by a spherical brass elec-

trode. The outer shield of the cable is connected to a grounded aluminum cage that

surrounds the external feedthrough. The DC power supply has a capacity of 30 kV
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hand polished electropolished

Figure 4.17: AFM scans of hand polished and electropolished elec-

trodes, by A. Peckat. Lower plots show the 2-D Fourier transforms

of roughness.

Table 4.3: Outer volume dimensions (all units cm.)

LHe main volume inner diameter 15.2

LHe main volume length 45.7

LHe volume neck inner diameter 7.0

LHe volume neck length 30.5

LHe volume pumping port inner diameter 5.0

Outer vacuum volume diameter 25.4

Outer vacuum volume height 63.5



4.5 Apparatus 66

and 3 mA, with ripple specified to better than 0.03% RMS of rated voltage (plus an

additional 0.5 V) at full load. The power supply also has interchangeable polarity

modules, allowing for straightforward tests of polarity dependence in the experiments.

Pressure in the HVEV is controlled by maintaining a small volume of He gas above

the liquid level. With the SF-tight needle valve closed, gas is introduced to the HVEV

though a stainless steel capillary (Figs. 4.15 and 4.18). The capillary is supplied from

a gas manifold.

The manifold and other external connections are illustrated in Fig. 4.19. He gas

is supplied to the manifold from a pressurized cylinder. A 2-stage regulator on the

cylinder allows for accurate control of gas flow and pressure. The HVEV pressure is

monitored using mechanical gauges on the gas manifold, with 0.1 torr resolution.
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Figure 4.18: Outer cryostat with custom HVEV probe inserted.

a) HVEV enclosure. b) HVEV top flange. c) Custom needle valve,

nominally SF–tight. d) Needle valve torque rod. e) HV capillary

ground shield (evacuated). f) Stainless steel tube for temperature

sensor and ground leads. g) Stainless steel He gas line for pres-

surization. h) Radiation baffles (6). i) LHe volume top flange. j)

Compression seal for needle valve torque rod. k) HV capillary ground

shield pumpout port. l) Ceramic HV feedthrough (Kurt Lesker model

EFT012091). m) spherical electrode for attaching HV cable. n) LHe

volume. o) LHe fill and level sensor port (1 of 2). p) LHe vent. q)

LHe volume pumpout port. r) Liquid nitrogen volume. s) Insulat-

ing vacuum volume. t) Insulating vacuum volume pumpout port. u)

Adjustable mounting flange.
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Figure 4.19: Complete HV experiment schematic. LHe level is

monitored from fill port after LHe transfer. HV capillary ground

shield tube is purged through valves V1, V2, and V3, then evacuated

though V4. Outer LHe volume is pumped through V5. HVEV is

pressurized through V1, V2, and V6.
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The HVEV contains two RuO2 temperature sensors (Fig. 4.15), which are also

used as LHe level sensors. One sensor is just above the electrode gap to indicate

when the gap is immersed in LHe. The second temperature sensor is placed near the

outlet of the pressurization line at the top of the HVEV (Fig. 4.15) to indicate when

gas is entering. The temperature sensors are read out with a resistance bridge.

The LHe thermal bath in the top-loading outer cryostat (Fig. 4.18) has a volume

of 8 liters. The temperature of the bath is controlled by evaporative cooling using

one or two dry mechanical pumps.

There are two liquid level sensors in the thermal bath volume. One sensor is not

calibrated for SF LHe, but gives a consistent indication of the λ transition when the

level reading increases dramatically due to film flow. The second sensor gives an

accurate level reading of both normal state and SF LHe.

Vapor pressure of the outer LHe bath is monitored using two capacitance manome-

ters, with ranges of 0–10 and 10–1000 torr and resolutions 1× 10−3 torr and 0.1 torr,

respectively. Pressure monitoring allows for cross–checking with known saturated

temperature data.

4.6 Breakdown in helium gas

Measurements of electric breakdown in helium gas were necessary in order to estab-

lish a baseline which could be more readily compared with previous measurements.

Specifically it was valuable to obtain an accurate Paschen curve for helium gas using

the cryostat. The same standard purity treatment was applied to the gas measure-

ments as to liquid measurements:

1. the system was pumped and kept at vacuum for several minutes

2. then filled with high purity helium gas which passed through a copper coil liquid
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nitrogen trap

3. repeat steps 1 and 2 at least two more times.

An advantage of measurements with gas is that the pressure is more easily con-

trolled as opposed to the vapor pressure of a constantly boiling liquid. Typically

measurements began at high pressure (slightly above atmosphere) and a vacuum

pump was used to decrease the pressure in steps. Between three and five breakdown

points were taken at each pressure and the average and standard deviation reported.

An early measurement of the helium Paschen curve in the cryostat is shown in

Fig. 4.20. While the measured curve maintains the general Paschen trend it satisfied

only two of the three features.

While the curve of Fig. 4.20 shows a quasi-linear trend with pressure above the

minimum and an abrupt recover below the minimum, the minimum itself however is

not well-defined and is quite broad spanning more than a decade. Repetitions of the

measurement with improved purity and using constantly flowing helium gas produced

the same broad minimum.

Some thought was required to solve the puzzle of the broad minimum of the

measured Paschen curve. Recalling the breakdown criterion,

γ exp(αd) = 1 (4.38)

where d is the gap size and α and γ are the first and second ionization coefficients.

When the second ionization coefficient becomes nonzero then the breakdown prob-

ability increases rapidly. For a given gap size, as the electric field is increased then

α increases until eventually γ becomes finite. The minimum of the Paschen curve,

(pd)min corresponds to the lowest breakdown voltage,

Vb
[
(pd)min

]
= Vmin . (4.39)
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Figure 4.20: Measured helium Paschen curve in the cryostat with

very broad minimum.

The (pd)min region defines the ionization (viz. charge multiplication) region of

highest efficiency. The factors which determine the efficiency are the energy gain of

charges along the longitudinal mean free path and, more importantly, the product

αd. This has the straightforward implication that smaller gaps require larger fields

to produce an amount of charge comparable to that in larger gaps with smaller fields

to satisfy the breakdown criterion.

System configurations situated below the Paschen curve are stable against break-

down while configurations on or near the curve are metastable and those above the

curve will be unstable. Measurements then consist of maintaining a fixed pressure

and approaching the Paschen curve vertically from V = 0 until breakdown. This
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supposes, however, that the breakdown gap d is known and fixed and indeed this

is a common assumption and one which persisted in this investigation for a while.

This fixed breakdown gap has been assumed to be the smallest distance between the

high voltage electrode and ground, where the field is strongest, and without direct

observation inside the system in its various pressure-temperature configurations it

was assumed that sparks landed on the ground electrode. Post measurement inspec-

tions of the ground electrode supported this assumption with distinct damage to the

electrode surface.

A careful understanding of the breakdown mechanism shows that breakdown can

only occur where the necessary criterion Eq. 4.38 is satisfied. The breakdown criterion

is not a statement about local electric fields; rather, it is a requirement that sufficient

primary ionization with ample kinetic energy to cause secondary ionization be present

over a distance large enough to sustain an electron avalanche. If the ionizable material

between the two electrodes is too sparse then charge multiplication will not take place

to a sufficient degree and most charges will simply cause a leakage current. If, on the

other hand, the ionizable material is too dense then electrons will not acquire enough

energy between collisions to ionize and avalanching will not occur.

The primary ionization coefficient depends on the density of ionizable material

through the pressure, Eq. 4.20. When charge multiplication occurs it is possible that

the distance is too short for self-sustaining discharge. This is a qualitative statement

about the Paschen law and explains why the breakdown strength should increase both

below and above some critical pressure, in this case (pd)min.

Figure 4.21 shows a schematic of the inner volume feedthrough and electrodes.

Shown in the figure are three sample distances, including the electrode gap, between

the high voltage and grounded surfaces. This defines three characteristic gaps for the

system each of which can satisfy the breakdown criterion:
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To each of the di there corresponds a pressure pi such that

VB[pidi] = VB
[
(pd)min

]
= Vmin (4.41)

where VB(x) is the Paschen curve and (pd)min is the position of its minimum. This

means that for a configuration with several fixed distances between electrodes (or be-

tween high voltage and any grounded conductors) the place where breakdown occurs

will actually depend on the pressure and not the distance to the nearest grounded

conductor. More generally, there exists a bijective relationship between the set of

possible gaps D and the set of pressures P:

∀ di ∈ D ∃ pi ∈ P
∣∣γeα(pi)di = 1 . (4.42)

Note that by definition the breakdown criterion is always satisfied on the Paschen

curve. The above relation is thus another way of expressing the Paschen law but in

a way which highlights the close relationship between the geometry of the configura-

tion and the operating pressure. Specifically, one must consider the entire set D in a

study of breakdown voltage and its dependence on pressure. This has an implication

that pressures can exist for which breakdown occurs neither in the region of densest

equipotential lines nor inside the smallest electrode spacing. It is possible to gain

insight into D by examining a map of electric field lines around electrodes and any

other proximate conductors in the system. Figure 4.22 shows an Ansoft Maxwell elec-

trostatic field simulation for the electrode geometry highlighting the diverse lengths,

di, of field lines.

The range of lengths of field lines in Fig. 4.22 indicates the possible range of di

which accounts for the broad minimum of Fig. 4.20. Even in the absence of the

steel can around the inner volume the distribution of effective gaps spans almost an

order of magnitude between the high voltage electrode and ground plate. With the

can installed the range of gaps spans approximately an additional order of magni-

tude. Generally speaking the Paschen law is valid only for uniform or near-uniform
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Figure 4.22: Electric field lines inside the inner volume, with An-

soft Maxwell.

fields. More precisely, however, in the case of non-uniform fields there can be a lack

of information about d, not to mention many di, and this can translate into a mis-

interpretation of the Paschen relationship between pd and V . What is usually not

considered in cases where deviations from the Paschen law are reported is the bijective

relationship between D and P which satisfies the breakdown criterion, Eq. 4.42.

A range of several orders of magnitude in the di means that a measured breakdown

curve with varying pressure would have a minimum that spans a range corresponding

to the various minima
{
(pdi)min

}
. More generally, the breakdown voltage will be
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d4
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Figure 4.23: Electric field strength in and around the electrode gap

with HV = 20 kV, with Ansoft Maxwell. Each field line that bridges

the gap is a possible breakdown path at some pressure.

given by

min

{ ⋃
di∈D

VB(pdi)

}
(4.43)

i.e., the Paschen curve must be evaluated for all di and the lowest VB determines the

breakdown voltage and its position.

One can construct a series of breakdown measurements, with carefully isolated

and well-defined gap lengths, as a function of the pressure. Specifically, only one gap

length must be present in the configuration at any time to guarantee that breakdown

occurs only in the desired gap for any pressure. The resulting breakdown curves can

then be superimposed. The lower envelope of the curves then denotes the effective
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Figure 4.24: Breakdown vs pressure curves for a system with four

defined gap distances. Each curve could be obtained when exactly one

gap length exists during the measurement. The resulting Paschen

curve is the bottom envelope of the breakdown curves.

Paschen curve that would otherwise be measured had no precautions been taken to

isolate the gap lengths. This is what is meant by Eq. 4.43 and shown graphically

in Fig. 4.24. Note that if the breakdown curves are superimposed as functions of pd

then they should all collapse into the Paschen curve, modulo some small geometric

effects such as tiny irregularities which will effect field emission and charge diffusion.

In light of the above discussion the next series of gas measurements was taken

to isolate the minimum gap and prevent the breakdown region from varying with

pressure. Figures 4.25 and 4.26 show a teflon assembly which was placed around the
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The behavior of liquid helium under electrical stress is not fully understood, in

particular the conditions leading to electric breakdown in both normal and superfluid

states well above the saturated vapor pressure. Some work has previously been done

studying breakdown in He-I but little work has been done to study breakdown in He-II

off the saturation curve. Here we report a system implemented to study breakdown in

He-I and He-II and effectively decouple temperature and pressure effects with a good

degree of reproducibility. Utilizing various paths on the 4He pressure-temperature

phase diagram we have observed hysteretic behavior in electric breakdown. The mea-

sured dielectric strength of liquid Helium was greatly increased relative to saturation

curve cooling and appears consistent when interpreted as the suppression of nucle-

ation sites on electrode asperities.

Studies of electrical breakdown in liquid dielectrics have been ongoing for a num-

ber of years. Relatively recently there has been renewed interest in understanding

electrical breakdown in cryogens, for example cryogens used as coolants and insulants

in superconducting devices.

4.7 Electric Breakdown in Liquid Helium

Electric breakdown in gases is well-described by Paschen’s Law which relates break-

down voltage to the product of gas pressure and distance between the electrodes. The

physics follow from the Townsend theory of breakdown. Breakdown in liquids, how-

ever, remains an active area of research, but appears consistent with the Townsend

theory.

A pre-breakdown phase precedes the propagation of a spark between electrodes

[64]. The pre-breakdown phase is reflected by the vaporization of liquid where

avalanching leading to breakdown occurs inside gaseous regions within the liquid.

This process is what generally makes some liquids good dielectrics, however the pres-
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ence of vapor bubbles inside the liquid can jump-start Townsend avalanches. Kao

and McMath [65] and references therein observe hydrostatic pressure dependences of

breakdown which seem to favor a bubble-initiated mechanism. Thus, electronic and

gaseous processes appear to be related during breakdown [64].

In [66] and [67] the authors put forth a model of breakdown in liquids based in

large part on microbubbles. According to the authors, understanding of the physics

involved in the initiation of breakdown is incomplete and assuming a purely liquid-

based phenomenon makes explaining the breakdown process difficult. Specifically, the

creation of free electrons and with enough energy for impact ionization to take place

is very unlikely in an electrode-liquid interface. It is much more likely that local field

enhancements due to electrode surface asperities or the presence of microbubbles are

responsible for the onset of impact ionization.

In [66] the authors observed a dependence of the breakdown voltage in oil on the

hydrostatic pressure, in agreement with a bubble-based approach. This suggests that

a higher hydrostatic pressure would either inhibit bubble formation or reduce the size

of bubbles, probably both. In addition the authors report decreases in breakdown

voltage with decreasing pressure. The authors note that polishing the anode is par-

ticularly important. Finally, the authors postulate that breakdown is initiated with

field emission into microbubbles which are likely to be scattered throughout the bulk

liquid and electrode surfaces. Field emission would take place at the vapor-liquid

interface of the bubble. Once inside the bubble, electrons would be accelerated by

the electric field and gain enough energy for the onset of impact ionization. In this

way, microbubbles at the electrode surface and inside the bulk liquid act as local

sources of charge. A simple calculation shows that for a typical field of 100 kV/cm, it

is possible for an electron to gain up to 1 keV across a 100 μm bubble, well in excess

of the energy required for impact ionization. A tiny bubble on an electrode surface

could then greatly expedite the onset of breakdown.
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Lohse [68] says surface crevices and impurities can be host to submicron bubbles

and contribute significantly to the nucleation process. Thus it is critical to eliminate

any residual sources of gas such as dissolved gases, microbubbles on surfaces and, in

the case of cryogens, heat sources which can lead to vaporization.

Breakdown in LHe is interesting to study and challenging to understand. A num-

ber of studies in LHe have been carried out which are consistent with the mechanisms

thought to dominate breakdown in liquids.

Hong et al. [69] note that the shape of vapor bubbles under electrical stress be-

comes elongated in the direction of the electric field. Breakdown is observed inside

vapor when the vapor bubble bridges the electrode gap. Bubbles remained on the

electrode surface longer in the presence of the electric field than without. The au-

thors also observed an increase in breakdown strength with increasing pressure in

liquid Nitrogen.

This is supported by Hara et al. [70] who also studied the influence of thermally

created bubbles on breakdown but in LHe. The authors noted that bubbles can be

generated in three ways: the release of gas from a microscopic cavity on the elec-

trode, local vaporization due to electrical current, and the motion of solid impurities.

They observed elongation of bubbles inside the gap along the field direction and that

breakdown occurred inside a vapor bridge between electrodes. The onset voltage for

breakdown inside the vapor bridge is then much lower than the breakdown voltage

without a vapor bridge, consistent with breakdown inside gas.

Schmidt et al. [71] note the improbability of Townsend breakdown inside LHe; it

is unlikely for Townsend breakdown to occur in bulk liquid. It seems likely instead

that the presence of gas domains inside the liquid is required to initiate a Townsend

breakdown.

Hara et al. [72] have done studies in slightly pressurized He-I and II, near the

saturation curve. They observed an improved breakdown strength in the pressurized
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state but do not report any hysteresis.

Blank and Edwards [73] studied breakdown as a function of temperature, down

to superfluid, near the saturation curve. They observed a decline in the breakdown

strength with decreasing temperature using spherical electrodes. A polarity test us-

ing point-plane geometry also suggested electron field emission taking place at the

cathode.

An important hurdle to overcome when dealing with cryogen dielectrics, in addi-

tion to gas bubbles, are contaminants such as dust, other impurities and heat sources.

Dust and impurities can greatly increase the stability of vapor bubbles, e.g. by affect-

ing their geometry and surface energy making them mechanically highly stable. It is

also possible that solidified contaminants may act as ion channels between electrodes.

Generally speaking, there does not exist an abundance of breakdown studies in

He-II and only one known study of breakdown off the SVP curve with He-II by Hara’s

group.

The primary goal in the design of our system to measure dielectric behavior of

LHe was the decoupling of temperature and pressure effects. This was motivated

by studies of breakdown in LHe at LANL [?]. In their experiment, temperature was

controlled by evaporative cooling of the bulk liquid. Consequently, it was not possible

to easily extrapolate the causes of breakdown.

Our test system uses a straightforward procedure to study breakdown dependence

on temperature and pressure separately in He-I and He-II. Furthermore, by using a

thermal bath the system is not confined to evaporative cooling along the saturation

curve and can thus probe breakdown behavior in regions in phase space not previously

explored..
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4.8 Procedure

4.8.1 System Preparation and Cooling

In order to minimize contaminants, the electrodes, washers, and G10 support struc-

ture are subject to a final ultrasonic cleaning in acetone and alcohol prior to assembly.

All other HVEV components are solvent-cleaned by hand and dusted with compressed

He gas.

To ensure the basic integrity of the electrical connections and insulators before

cryogenic operation, an electric breakdown test in air is performed. With the HVEV

still outside the cryostat and the enclosure removed, the HV conducting line is evac-

uated and the conductor attached to the HV power supply. The voltage is ramped

by hand at approximately 100 V s−1 until a spark is observed between the electrodes

near the nominal breakdown field of air (∼30 kV cm−1) at STP.

The HVEV is then closed and inserted into the outer cryostat. Both the HVEV

and the HV conducting line are pumped to roughing pressure and purged 2-3 times

with He gas to further reduce contaminants. To test all HVEV joints for basic leak

tightness, especially the SF-tight needle valve, the HVEV is filled with He gas with

the needle valve closed while the outer cryostat LHe volume is pumped to roughing

pressure.

The insulating vacuum volume on the outer cryostat is pumped to a pressure of

about 1 × 10−3 torr. Filling of the liquid nitrogen volume in the cryotat induces

sufficient cryopumping after which the vacuum pump may be switched off to reduce

vibrations.

To reduce the possibility of air contamination while filling the system with LHe,

a slight over–pressure of He gas is established in the HVEV via the gas manifold, and

the SF-tight valve on the HVEV is opened. Commercial–grade LHe is then transferred
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to the outer cryostat, with no liquid nitrogen pre-cool. Once stable transfer has been

extablished, the He gas flow from the manifold is stopped and the HVEV fills with

LHe from the outher bath though the SF-tight valve. The HVEV is inferred to be

full when the upper temperature sensor near the gas inlet stabilizes near 4.2 K.

Complete cool-down of the system from room temperature to 4.2 K takes on the

order of 1 hour. The outer bath volume is usually given a full 8 l charge of LHe.

Depending on the measurement carried out, a sufficient amount of LHe can remain in

the system for up to 4 hours when pumping or pressurizing, or about 12 hours when

left undisturbed.

4.8.2 Pressure and Temperature Control in the 4He Phase

Space

The experiment is designed to be able to test the dielectric strength of 4He at any

point in the liquid portions of the phase space bounded by 1.8 K ≤ T ≤ 4.6 K

and 10 torr ≤ P ≤ 1000 torr. In practice, HV breakdown tests are performed at

different points along various paths in the phase space. Paths are chosen in part for

convenience and as dictated by results as they are obtained.

One such path, used in early sets of measurements in the experiment, is illustrated

in Fig. 4.31. It was chosen to explore the dielectric strength along the 4He vapor

pressure curve, followed SF near atmospheric pressure. The steps are:

a. The HVEV and outer volumes are filled with normal state LHe at atmospheric

pressure.

b. The outer volume is pumped to cool the system along the vapor pressure curve.

The SF–tight valve on the HVEV is kept open so that this volume also cools

along the vapor pressure curve. The pump is allowed to work until the lowest
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desired temperature is reached. The cooling rate can be controlled somewhat

by throttling the pump, but fine control is difficult along this path. With an

8 l s−1 pump fully opened to the cooling line, it takes about 30 minutes to

cool the system from 4.2 K to 2.17 K. The λ-transition occurs near 37 torr and

2.17 K according to the pressure gauge on the outer volume and the temperature

sensors inside the HVEV. During the transition, the level sensor not calibrated

for SF usually indicates a level increase of 100% or more.

c. The SF–tight valve is closed, and commercial–grade He gas is introduced into

the top of the HVEV to bring this volume to the desired pressure (in this case

1 atm). The vacuum pump on the outer bath is left running, but the gas must

be introduced slowly since the initial pressure increase is quite rapid due to

vaporization of some of the LHe in the HVEV. There is a significant temper-

ature increase, but the desired pressure can be attained after a few minutes,

with liquid still well above the electrode gap. The vapor in the upper part of

the HVEV re-liquifies several minutes after the final pressure is attained. The

pressure in the outer volume also tends to increase in response to the He gas

influx in the HVEV, but usually by no more than 100 torr.

d. The pump on the outer volume resumes cooling the HVEV, now maintained

at constant pressure. Adjusting the He gas flow by hand with the regulator is

sufficient to keep the HVEV pressure constant to within 1 torr. A significant

reduction in flow is usually required only once during this process, at the instant

when all the vapor at the top of the HVEV re-liquifies.

e. Once the lowest desired temperature is reached (in this case 1.8 K), the sys-

tem is decompressed by reducing the He gas flow with the regulator. Any

desired pressure between the maximum set previously and the He vapor pres-
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sure can usually be attained very quickly and maintined to within 1 torr for

at least several minutes. Near the lowest practical temperatures attainable by

the outer bath pump, the temperature changes very little during this step and

the decompression is almost purely isothermal. Higher-temperature, isother-

mal decompressions are possible by simultaneously throttling the outer volume

pump.

Since pressurization of the HVEV is a dynamic process, with gas liquifying and

flowing past the pressure gauge, it was necessary to verify the actual HVEV pressure.

To that end, a second pressure gauge was added to a static line (sharing instrumenta-

tion wires) coming from the HVEV which was not susceptible to effects of gas flow. A

full breakdown measurement was conducted with this second pressure gauge and the

system was put through the pressurization cycle outlined in Figure 4.31. Figure 4.32

shows the resulting pressure measurements with the inlet pressure measured at the

incoming gas line and the outlet pressure measured in the static line. It was found

that the pressures matches very closely and the time lag of the outlet pressure was

on the order of seconds, far below the time scales of the measurements.
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Figure 4.31: (a) 4He pressure-temperature (P-T) phase diagram

with points A, B and C forming the corners of the probed phase space.

(b) Cooldown stage from LHe transfer to superfluid. PA = 760 torr,

TA = 4.2K and PB ≤ 25 torr, TB ≤ 2.0 K.(c) Pressurization stage

and subsequent isobaric cooldown. PC = 760 torr, TC ≤ 2.10 K. (d)

Isothermal de-pressurization stage inside superfluid.
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4.8.3 High Voltage Measurements

Dielectric strength measurements are taken at many points along the cooling and

decompression branches of the paths explored in the 4He phase space. Irrespective of

the pressure and temperature, the procedure is as follows:

1. HVEV temperature monitors are switched off to prevent anomalous readings

and damage in the event of spark discharges.

2. The HV power supply is switched on with the voltage set to zero and the current

limit set to a few tens of microamps.

3. The voltage was initially ramped by hand from 0 V at a rate of about 100 V s−1.

Later improvements allowed the voltage to be ramped using a MATLAB script

by interfacing with the power supply.

4. Voltage and current readings are visually monitored for fluctuations. In the

event of a current fluctuation of at most a few microamps, and/or a voltage

fluctuation of at most a few kV, a partial discharge is assumed and the ramp is

paused to permit the system to stabilize.

5. Dielectric breakdown is indicated by a rapid current surge of several microamps

or more and a rapid drop in the voltage of several kV or more. On occasion

these signals are accompanied by an audible spark. In the event of a breakdown

the power supply is ramped down and switched off. (Later tests utilize a power

supply with a trip-mode option, making this step automatic.)

6. As soon as possible, the HVEV temperature monitor is powered on and all

relevant data are recorded by hand: breakdown voltage, HVEV pressure and

temperatures, outer volume bath pressure and liquid level.
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7. The system is allowed to recover for 1-2 minutes, and the process is repeated

once or twice. The dielectric strength reported is the average of the breakdown

voltages attained. Additional measurements are made in the event of unusually

discrepant readings at a particular temperature and pressure point.

Data are recorded as soon as possible after a breakdown event for consistency. Pres-

sure and temperature can change significantly during the ramp, which can take as

long as several minutes, or during the 1-2 minute recovery time between data points

for the same nominal temperature and pressure. However, these changes exceed a

few percent only for when the system is cooling along the vapor pressure curve above

∼3 K (∼150 torr), which takes place rather quickly. Most of the measurements of

interest take place at HVEV temperatures below 2.2 K, where the pressure varies by

less than 0.5 torr during a typical HV measurement.

The 1-2 minute recovery time is determined empirically and presumably corre-

sponds to the time interval after which any (low dielectric strength) vapor created

by the previous discharge has sufficiently cleared from the space between the elec-

trodes. During this time, no adjustments are made to the HVEV pressure or outer

bath temperature save occasional minor ones to keep them stable.

4.9 Results & Discussion

4.9.1 Electric Breakdown Hysteresis

Referring to Fig. 4.31, breakdown data were taken along the paths A-B, then the

inner volume was pressurized with (warm) helium gas which caused it to warm back

to point A. Then breakdown measurements are taken along the path A-C until the

temperature and liquid level meter indicate superfluid at point C. Then the inner vol-

ume is de-pressurized in steps by reducing the flow of helium gas to the inner volume
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and breakdown measurements are taken along C-B. Point B is at SVP and usually

measurements are taken for a while longer along SVP. For ease of interpretation

breakdown data are overlaid directly on the phase diagram.

Figure 4.33: Electric breakdown along SVP. The gap and lid tem-

peratures correspond to two temperature sensors inside the HVEV.
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Figure 4.34: Electric breakdown in the pressurized state, after mea-

surements at SVP.

Figure 4.33 shows breakdown results at SVP with hand polished, stainless steel

electrodes, and the breakdown fields are calculated using the maximum voltage during

ramp up before breakdown divided by the gap size. Points show the data taken during

cooldown along the saturation curve. The first measurement (top-right most point,

taken at 1 atm and 4.2K) indicates that no breakdown was observed. Instead, the

power supply was able to maintain the maximum voltage rating of our feedthroughs,

20kV, which for that setup meant a field greater than 153kV/cm. Thus in normal
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LHe at 1 atm the dielectric performance is relatively good. The steady decrease

in breakdown field strength is typical for measurements made with handpolished

electrodes above a certain threshold grit size.

Figure 4.34 shows data taken in the pressurized state. Note that the top (lid)

temperature sensor reads vapor due to the incoming warmer gas but the lower tem-

perature sensor ensures that the electrodes are always immersed in liquid. A signif-

icant decrease in breakdown strength at this point would mean the electrodes were

exposed to vapor. The pressure is maintained while cooling is provided by the outer

bath until superfluid is reached.

Figure 4.35: Electric breakdown along SVP
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Figure 4.35 shows the de-pressurization stage. De-pressurization is performed in

steps by fine control of the gas regulator; reducing the flow creates a lower pressure

equilibrium state. This enables further breakdown data to be taken at constant

pressure along the depressurization stage. The hysteresis becomes apparent when

the saturation curve is reached at the end of the de-pressurization: no breakdown

occurs on the saturation curve after de-pressurization. This is in stark contrast to

the breakdown measurements along the saturation curve using evaporative cooling

which typically occurred below 1 kV.

The onset of this hysteresis is observed also when using lower magnitudes of pres-

surization when performing the cycle in Figure ??. We have observed that pres-

surizing as low as 100 torr was sufficient to recover the high breakdown field post-

depressurization.

4.9.2 Pressurization Cycle in He-I

We also performed the cycle ABACB in He-I only, remaining above the λ transition

until the end of the depressurization stage. As before, there is full recovery of the

dielectric strength upon pressurization, however recovery is only partial during and

after depressurization. This suggests that the λ transition is useful in enhancing the

barrier against breakdown. In particular, it seems that for the electrode condition

used in this experiment, traversing into He-II in the pressurized state appears to do

more to inhibit the onset of breakdown. Figure 4.36 shows the pressurization cycle

data plotted on the phase diagram.
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Figure 4.36: Pressurization cycle inside He-I.

4.9.3 Agitated Superfluid

To test the possibility of breakdown hysteresis involving intrinsic superfluid prop-

erties, such as the suppression of elementary excitations, measurements were also

made in agitated superfluid. A hypothesis floated within the nEDM collaboration

that superfluid vortices could act as channels for charges between the electrodes. It

was speculated that these charge channels could contribute to breakdown and their

presence somehow contributed to the observed hysteresis.

A piezo-electric crystal oscillator (lead zirconate titanate, PZT) in the shape of

a cantilever was used to agitate superfluid near the electrode gap. When an electric

field is applied across the crystal, the crystal elongates along the direction of the field,

thus by applying an alternating voltage to the PZT, it can be made to vibrate. To
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achieve maximum deflection and speed at the tip the voltage needs to oscillate at

a resonance frequency of the cantilever. This corresponds to an antinode at the tip

of the PZT cantilever. The maximum deflection is achieved at the first harmonic.

Figure 4.37 shows two different PZTs which were used for liquid helium breakdown

tests. The resonance frequencies of the PZTs were found empirically by immersion in

water. The long PZT shown on the left side of Fig. 4.37 had a resonance deflection

slightly below 1 cm which did not change during immersion tests in water. For both

types of PZT the resonance frequencies and higher harmonics were audible and could

be verified by measuring the output low voltage side of the PZT since the amount of

deformation was proportional to voltage.

If the PZT cantilever can be made to vibrate at a speed near the He-II critical

velocity then it could generate excitations.

To test the effect of the PZT the system was put through the hysteretic pres-

surization cycle before switching on the PZT. Figures 4.38 and 4.39 show the post-

pressurization cycle effect of the PZT. Operation of the PZTs near the gap did not

have a significant reproducible effect on the breakdown strength. To account for

that it seems more appropriate to suggest that the induced pressure waves instead of

creating vortex channels may produce cavitation inside the liquid and contribute to

the presence of vapor bubbles. Additionally, the pressure waves may perturb small

vapor bubbles already present, either by physically displacing them or aiding in their

condensation. Investigations with agitated superfluid were not pursued further since

there was no way to gauge the effectiveness of vortex generation.
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Figure 4.37: Photos of electrodes and feedthrough showing two types

of piezo-electric transducer (PZT) placed to agitate fluid near the

gap.



4.9 Results & Discussion 101

10

100

1000

0 1 2 3 4 5 6 7

>142 kV/cm

  Inner Volume Pressure vs Temperatures (Feb 4, 2008)

 Gap, cool-down
 Gap, pressurizing
 Gap, decompression

T (K)

P
 (t

or
r)

He II He I

Vapor

>142 kV/cm67 kV/cm>142 kV/cm

>142 kV/cm

21 kV/cm

17 kV/cm

10 kV/cm

14 kV/cm

135 kV/cm

Figure 4.38: Pressurization cycle with hysteresis applied before

testing with PZT cantilever. The dotted green box shows the region

where the PZT was operated.



4.9 Results & Discussion 102

09:30 10:00 10:30 11:00 11:30 12:00 12:30 13:00
0

10
20
30
40
50
60
70
80
90

100
110
120
130
140
150
160

 

 Breakdown vs Time (Feb 4, 2008)

 BreakCool
 BreakPres
 BreakDep

B
re

ak
do

w
n 

(k
V

/c
m

)

Time

20kV

Resonance Off Resonance
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4.9.4 Wetting Transition in Superfluid

M. Hara and colleagues [74] observed an increase in breakdown strength upon going

through the λ-transition when vapor was generated by a conducting particle colliding

with one electrode, Fig. 4.40. This could be attributed to the observed rapid collapse

of the vapor bubble in He-II whereas in He-I the generated vapor bubble broke into

many smaller bubbles which formed a vapor layer on the electrode. They also per-

formed breakdown studies in slightly-depressurized and slightly-pressurized states by

modifying the rate of vapor pumping although essentially still very near to SVP as

seen in Fig. 4.41.

Figure 4.40: Discontinuous breakdown voltage transition in the

pressurized and slightly depressurized states, from [74]

A possible effect due to the λ-transition was observed at IU as well. Figure 4.42

shows breakdown results when the SVP curve and the λ-transition are traversed

multiple times. While breakdown decreases along SVP during the first cool down, it

recovers dramatically during the warm up and subsequent cool down. There may be
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Figure 4.41: Positions on the He phase diagram where breakdown

measurements were made in [74]

two explanations for this:

• during warm-up the liquid may be in a slightly pressurized state where trapped

vapor bubbles become unstable and condense or their growth is inhibited

• the relatively violent boiling at the λ-transition could disturb the stability of

trapped vapor bubbles and multiple transitions could have a ‘cleaning’ effect

perhaps similar to PZT pressure waves.

Taborek and Senator [75] have observed a difference between wetting in He-I and

He-II, in particular the film thickness in He-I is substantially less than in He-II. They

concluded that He-I is not a highly-wetting fluid and that the λ-transition is also a

wetting transition. There exists no viable theoretical explanation for this difference.

In addition to wetting transitions, wetting hysteresis is observed in a variety of

systems [76] (and references therein). Wetting hysteresis in liquid helium can be
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Figure 4.42: Breakdown in LHe when traversing SVP and crossing

the λ transition multiple times.

categorized by the advancing contact angle, receding angle and equilibrium angle.

Departure from perfect crystallographic planes, in the form of terraces and disloca-

tions, leads to a random energy potential landscape and can cause pinning of the

liquid film contact line. Wetting hysteresis is most widely studied on alkali substrates

where the effect is most pronounced, in particular on cesium [77–79].

4.9.5 Paschen trends in liquid helium

The Paschen curve gives the dependence of voltage on the product of pressure and

gap size for electrical breakdown in gases. For helium gas the curve closely reflects
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experimental data. In [80] the author gives a useful description of the Townsend

regime and derivation of the Paschen curve. The breakdown voltage for a gas is given

by

VB =
Bpd

ln(Apd)− ln(ln(1 + 1/γ))
(4.44)

where A and B are experimental constants (related to the first Townsend coefficient),

γ is the second Townsend coefficient and pd is the product of pressure and gap size.

The first Townsend coefficient is expected to have the form

α =
C

λe
exp

(
− Ei

Eλe

)
= Ap exp

(
− Bpd

V

)
(4.45)

where C is a constant, λe is the mean free electron path, Ei is the ionization energy

of the gas and E and V are the electric field and voltage. Thus the first Townsend

coefficient is related to the ability of field emitted electrons to ionize the gas. The

second Townsend coefficient, γ, describes the efficiency of ionized gas particles to

produce electrons upon colliding with the cathode, this process is also referred to

as secondary emission. The constants A and B are expected to be constant over a

certain range of pressure for a given gas, γ is a function of the gas and the electrode

material.

The experimental values of A and B for He gas are given in [48] for the E/p

range 20-150 V/cm torr. They are A = 3 (cm torr)−1 and B = 34 V (cm torr)−1.

While Paschen constants were generally well-known for He gas no such comparative

study seemed to exist for liquid. The conspicuous absence of such a correlation with

liquid became apparent by accident. After switching to a finer polishing scheme for

electrodes and navigating the pressurization cycle it was found that the breakdown

strength could recover spontaneously at low SVP. Figure 4.43 shows an early measure-

ment of this type. The breakdown strength increases spontaneously at a low pressure

during the cooling stage. Critically, this rise in breakdown strength occurs slightly

above the λ-transition, around 50-60 Torr. An increase of breakdown strength below
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the λ-transition has been observed before but no one appears to have reported an

increase inside He-I.

The interesting shape of the low SVP breakdown recovery becomes apparent when

breakdown voltage is plotted against pd. Indeed, the data are very reminiscent of

the Paschen curve. The spontaneous recovery was more frequent when working with

smoother finish electrodes and smaller gap sizes. In some cases, the recovery occurred

close to 100 Torr and in all cases at pd values in the range 4-8 Torr-cm. Although

the breakdown recovery in gas happens at slightly lower pd it seems plausible that

the mechanisms are related. Indeed it would not be surprising to find that since

formation of vapor is necessary for breakdown in liquid then mechanisms describing

breakdown in gas could well apply to breakdown in a liquid.

Figure 4.44 shows an early attempt at establishing the Paschen constants for

liquid helium breakdown. The relatively stochastic breakdown in liquid meant that

more accurate fitting was obtained only for portions of the breakdown curve. The

fitting parameters were the Townsend coefficients A, B and the secondary ionization

coefficient γ (which is included in the variable k).

In addition to fitting portions of the pd-spectrum, attempts were made at fitting

the first and second order Taylor expansions of the Paschen formula to portions of

liquid breakdown data. There was typically good agreement in the region of linear pd

dependence as seen in Figure 4.45. While the high pd behavior for various electrode

surface finishes and gap sizes were similar, the low pd behavior was less consistent.

That the pressure dependence in liquid at least for most of the pd spectrum resembled

the Paschen law for gas appeared intriguing.

The increase in breakdown strength at low pd in liquid sometimes occurred close

to Pλd, i.e. the pressure at the λ-transition, and sometimes it occurred a factor of

2 or 3 above Pλ. It was useful then to perform measurements where (pd)min was

not near Pλd so that any influence of the λ-transition could be discounted. The
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Figure 4.43: Pressurization cycle with finer polishing of electrodes.

Note the sudden large increase in breakdown strength at SVP.

somewhat unpredictable nature of this low pd recovery meant that it was not easy to

anticipate the position of (pd)min. It is compelling to think that this unpredictable

nature may be related to various di, as mentioned earlier, inside bubbles of various

sizes. A larger abundance of bubbles, as could happen on rougher electrode surfaces,

could mean a larger distribution of di and hence produce a more broad Paschen

minimum or even no recovery at all. The comparatively rougher electrodes could

well have a larger set of di and not observing a Paschen-type recovery could merely

be a consequence. If the minimum were broad enough then a recovery would not be

observable in liquid because there is a practical limit on the vapor pressure imposed

by the rate of pumping (the minimum pressure that can be achieved with this system







4.10 Discussion 111

10
−3

10
−2

10
−1

10
0

10
1

10
2

10
3

10
4

pd/T (torr−cm/K)

B
re

ak
do

w
n 

V
ol

ta
ge

 (
V

)
Breakdown in liquid vs gas helium

 

 

4 K
A=3, B=34, γ=0.001
LHe (pd/(Tx60), HV/7)
LHe (pd/(2x60), HV/7)
LHe (2nd cool down)

Figure 4.46: Breakdown measurements in cold helium gas and

scaled liquid helium compared with the Paschen curve.

4.10 Discussion

In the previous section it was shown that there appears to exist a correlation between

breakdown in LHe and He gas insofar as LHe breakdown, under certain conditions

of surface roughness, appears to follow a Paschen-like trend. This is possibly due to

the vaporization of liquid and breakdown taking place only after the electrode gap is

bridged by vapor. Gerhold and Hubmann showed [81, 82] that the helium Paschen

curve is not affected by temperature by comparing the curves (scaled by density
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number) at 293 K and 77 K, Fig. 4.47. Measurements of the gas Paschen curve at

temperatures approaching liquid are scarce perhaps, as suggested by our studies near

4-5 K, because of the possible presence of liquid nucleation sites [83]. The high pd,

right of the minimum, behavior is still consistent with the usual Paschen behavior

but at low pd, left of the minimum, breakdown recovery tended to be less than for

warmer Paschen curves.

Figure 4.47: Comparison of helium Paschen curves at room tem-

perature and 77 K, from [82]

A number of studies of breakdown in liquids in the presence of vapor exist. Per-

haps the most thorough experiments in cryogens were made by Masanori Hara and

colleagues in Japan [70,72, 74, 84–86].

Hong and colleagues [69] demonstrated the effect of vapor bubbles generated by a
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heater on breakdown in liquid nitrogen. Figure 4.48 shows photos of vapor bubbles in

an electric field in liquid nitrogen. Electrostatic forces caused the bubbles to elongate

in the direction of the field until eventually the electrode gap is bridged by vapor.

The vapor bridge tended to be mechanically stable and long lasting (several tens of

minutes) if breakdown did not occur. The authors observed that in the presence of the

electric field vapor bubbles remained in contact with the electrode surface (where the

heater was mounted) for longer lengths of time. Since the electrodes were mounted

vertically then vapor bubbles tended to drift up due to gravity.

Hong and colleagues also compared their results of liquid nitrogen breakdown

with Paschen data for nitrogen gas. Their comparison was limited to pressures above

atmospheric due to the phase diagram of nitrogen. Figure 4.49 shows their comparison

of ac breakdown in liquid nitrogen with different heater powers and Paschen data.

The presence of vapor domains inside liquid with an applied electric has a large

impact on the dielectric strength of the liquid. What is not so obvious is the origin

of vapor domains. The concept of incomplete wetting of the electrode surface and

heterogeneous nucleation have been conspicuously absent from literature as vapor

domain sources in liquid dielectrics.

Heterogeneous nucleation sites can appear when there exists incomplete wetting

by the liquid. If, for example, the container of the liquid contains micron-sized cavities

or irregularities then these regions may trap vapor when the liquid is added. It will

be seen that such regions of vapor can be very stable. It is only under very strict

experimental conditions that homogeneous nucleation can be studied. It has been

shown [87] that homogeneous nucleation of ice in water takes place at about −40◦

C, but since there are almost always heterogeneous nucleation sites present water

tends to freeze at 0◦ C at standard pressure. Heterogeneous nucleation plays a vital

role in phase transitions (e.g., boiling, solidification) and phase transitions begin

preferentially at heterogeneous nucleation sites. It is very unlikely for homogeneous
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Figure 4.48: Vapor bubbles between electrodes in liquid nitrogen,

from [69]

nucleation to be of much importance when dealing with electrode surfaces and LHe

as a dielectric.

While it is known that the presence of vapor bubbles leads to premature break-

down in LHe and explains enhancements due to pressurization, the source of bubbles

is usually taken to be thermal due to heat leaks or electrical due to local field en-

hancements at sharp points on the electrode surfaces [?] [?]. These interpretations,

however, do not account for the apparent hysteresis we have observed. Few authors
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Figure 4.49: AC breakdown in liquid nitrogen in the presence of

vapor bubbles compared with nitrogen Paschen data , from [69]

seem to consider incomplete wetting of the electrode surfaces as a source of vapor

pockets which could greatly affect breakdown. It is more likely that in our stud-

ies the dominant effect was incomplete wetting resulting in nucleation sites on the

electrodes.

Foreign particles can also act as sites for condensation of vapor. When the pressure

and temperature of a vapor lie on the saturation curve then condensation will begin

at so-called nuclei of condensation [88], e.g., specks of dust. In this case the direction

from which the saturation curve is approached does not matter since the condition

of, say, ionized particles or dust specks are not necessarily dependent on pressure or

temperature. Furthermore, in the absence of any foreign particles a vapor exhibits

a resistance to condensation under conditions in which it otherwise would develop a
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liquid phase [88].

Cooling along the saturation curve by pumping causes the hydrostatic pressure of

the bulk liquid to decrease. If any bubbles are present in the system, this reduction

in pressure will cause their volume to increase. Thus when the pressure decreases

monotonically the barrier against breakdown will become smaller and the breakdown

field is expected to decrease. Why the breakdown field continues to decrease in the

case of hand polished electrodes after the λ transition in our system is not fully

clear though it may be related to a broader Paschen minimum that is the result of

multiple breakdown gaps. In LHe, multiple breakdown gaps could arise from a large

distribution of vapor bubbles on the ground electrode (as may happen on a rougher

surface).

While not entirely clear how small gas bubbles can persist inside liquids, some

explanations have been postulated by a number of sources. Batchelor [89] explains

that gas pressure alone is not enough to balance the inward forces due to the liquid

and prevent the bubble from dissolving. Stability of bubbles can be greatly improved

inside micron-sized surface crevices, in this case located on the electrodes or on im-

purities such as dust. Inside such crevices the meniscus can be concave outward,

balancing inward forces, in contrast to bubbles in the bulk liquid and on smooth

surfaces, as shown in Figure 4.11.

Bubbles inside micro-crevices will have modified surface energy terms compared

with bubbles on flat surfaces or ones moving through the bulk liquid. The three cases

have different levels of stability, with the most stable being gas pockets trapped inside

crevices (Figure 4.11 above). In this case, the surface force is not directed toward the

inside of the bubble but rather the surface will become concave out and the surface

force will be outward. Hence such a configuration will be much more stable against

collapse compared with semi-hemispherical bubbles on flat surfaces and bubbles com-

pletely surrounded by liquid. It is entirely possible that such microcrevices can go
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unnoticed on electrode surfaces but they can trap He vapor and lead to premature

breakdown.

Degassing of water is a straightforward process. If water is pressurized to many

atmospheres and depressurized to 1 atm, then boiling will be suppressed until well

above 100◦ C [89]. Though degassing typically refers to the removal of dissolved gases,

the dynamics involved in wetting are similar.
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Chapter 5

Liquid Helium Ionization Detection

5.1 nEDM Cell as Ionization Chamber

It is worthwhile to explore the possibility of using the in situ electric field to measure

the generated charges in the neutron absorption reaction in the nEDM experiment.

The 3He(n,p)3H reaction in the nEDM experiment has a Q-value of 764 keV shared

between the resulting triton and proton. The energy goes into ionization of the LHe

medium (production of electron-ion pairs) and creating excited atomic states. When

the electron-ion pairs recombine they produce excited Helium molecules known as

excimers in the triplet and singlet states which decay radiatively. This decay produces

a 16 eV photon in the extreme ultraviolet (EUV). The EUV photons must then be

converted into ultraviolet before they can be detected with photomultipliers.

The presence of a strong electric field, however, means that a portion of the

electron-ion pairs will not recombine and will instead drift toward the electrodes. It

should be possible to measure the charges at the ground electrodes and in this sense

treat the nEDM cell as a liquid ionization chamber.
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5.1.2 Energy loss in matter

I Classical picture

For an atomic electron a distance b from the path of an incoming particle of charge ze,

mass M and velocity v we can compute the energy transfer. The impulse transferred

to the electron by the particle [94, 95] is given by

I =

∫ ∞

−∞
F (t)dt = e

∫ ∞

−∞
E⊥(t)dt (5.1)

where only the normal component contributes since the longitudinal averages to zero.

Using ∫
E⊥(t)dt =

∫
E⊥(x)

dt

dx
dx =

1

v

∫
E⊥(x)dx (5.2)

then

I⊥ =
e

v

∫ ∞

−∞
E⊥(x)dx (5.3)

and it follows from Gauss’ law that

4πze =

∮
E · dS =

∫ ∞

−∞
2πbE⊥dx . (5.4)

Therefore the impulse delivered to the electron is

I⊥ =
2ze2

vb
(5.5)

and, assuming the electron was originally at rest, the energy transferred becomes

E(b) =
I2⊥
2m

=
2z2e4

mv2b2
. (5.6)

Atomic electrons are responsible for most of the energy loss.

II Quantum picture

The quantum picture of energy loss is attributed to H. Bethe with later corrections

by F. Bloch. The more accurate treatment requires the sum of all excitation energies
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weighted by their respective cross sections

dE

dx

∣∣∣∣
w<η

= na

∑
n

∫
Endσ (5.7)

where n is some limiting energy transfer. This holds when the interaction is distant

and the incoming particle interacts with the atom as a whole. When the interaction

is close it can be considered to take place with the electrons and the energy loss can

be written
dE

dx

∣∣∣∣
W>η

= ne

∫ Wmax

η

W
dσ

dW
(E,W )dW (5.8)

where dσ
dW

(E,W ) is the cross section for an incident particle with energy E to lose

energy W on collision with an electron [95]. Spin will only play an important role

when W ∼ E. Close and distant contributions must be combined to obtain the total

energy loss, for spin 0 incident particles this gives

dE

dx
=

4πneZ
2
1e

4

mv21

(
ln

2mv2γ2

I
− β2

)
(5.9)

where I is the ionization energy, β = v/c.

5.2 Ions and electrons in liquid Helium

Several mechanisms require investigation to determine whether the nEDM cell can

potentially operate as an ionization chamber for the 3He(n,p)3H reaction. As will

be seen, the behavior of Helium ions and electrons in LHe, and He-II in particular,

warrants special attention. The description of the behavior and transport of charges in

LHe follows several standard references [96] and references therein. It is conventional

to distinguish between the positive ions and negative electrons: ions will refer only to

ionized Helium atoms. The broader term ‘charges’ will be used to mean both ions and

electrons, or only one species when it does not matter which species in the context.



5.2 Ions and electrons in liquid Helium 122

Historically, the study of the drift of charges in liquid Helium has been a useful

probe of quantum-hydrodynamics in He-I and He-II, the breakdown of superfluidity

and scattering from elementary excitations. Charges can be introduced into LHe by

various means, such as field emission, thermionic emission or ionization. They are

then accelerated with the use of electric fields and can be measured with appropriate

circuitry at the electrodes. Ionized Helium atoms form (4He)+2 in LHe. Positive ions

produce strong electric fields in their immediate vicinity and by electrostriction are

surrounded by an enhanced density of the fluid. The pressure around the positive ion

can exceed the melting pressure of 2.5 MPa and thus the positive ion is surrounded

by small amount of solid Helium. This is the reason positive ions are usually called

‘snowballs’. The snowballs are approximately 12 Å in diameter and have an effective

mass between forty and sixty times the 4He atom between 0 K and 4.2 K.

The free electron in LHe is unstable due to the repulsive exchange force in the

electron-He interaction. Electrons in LHe thermalize rapidly by becoming self-trapped

in an empty cavity (by expelling nearby He atoms). The repulsive force an electron

experiences in LHe is approximately 1 eV and it is energetically favorable for the

electron to become self-trapped. The energy can be well-approximated as

E =
h2

8mR2
+ 4πR2α + 4/3πR3P (5.10)

where m is the electron mass, R the bubble radius, α the surface energy per unit area

and P the applied pressure. At zero pressure and temperature [97],

Rmin =

(
h2

32πmα

)1/4

= 19 Å. (5.11)

Experimental values for the radius of the electron bubble vary between 18 Å at zero

pressure and 11 Å at 2.5 MPa and between 15 Å at 1 K and 20 Å at 4 K, [96] and

references therein.
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For low temperatures where LHe is dominated by the He-II fraction, charges

drifting sufficiently slow through LHe should not experience any resistance. For higher

temperatures however, charges will collide with thermal excitations in the fluid and

charge mobility depends primarily on the presence of thermal excitations.
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Figure 5.2: Elementary excitation spectrum in He-II at SVP and

T = 1.12 K obtained with neutron scattering experiments.

The energy excitation spectrum for He-II, first proposed by Landau [98] is shown

in Fig. 5.2. For low temperatures longitudinal phonons are the dominant excitation

but for T > 1 K the roton density is dominant. These excitations are often termed

quasi-particle excitations since charges can be scattered by them. Phonons can be

characterized by a velocity c and the energy written as

ε = cp (5.12)
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where p = hk is the phonon momentum and k is the wave number. The second type

of excitation, the roton, is unique to superfluid. Roton energy is given by

ε = Δ+
(p− p0)

2

2μ
. (5.13)

The energy gap Δ/kB = 8.65 K, roton mass parameter μ = 0.16mHe and p0/h̄ =

19.1 nm−1 were obtained with neutron scattering experiments [99]. For low electric

fields the drift velocity of charges is proportional to the electric field E, the mobility

μ(T ) = vd/E is mostly constant at different temperatures and is proportional to the

inverse roton density [100]

μ−1 ∝ exp

(
− Δ

kBT

)
. (5.14)

Experiments with drift velocities of charges in LHe revealed several surprising

results, particularly in He-II. Careri and colleagues found a sharp discontinuity in

the drift velocity associated with the creation of vortex rings [101]. Figure 5.3 shows

measurements of drift velocities for electrons and positive ions plotted against the

reduced electric field E(ρ/ρr), where ρr is the roton contribution to the normal fluid

density. At high electric fields, particles moving above the critical velocity, ∼ 58 m/s,

have enough energy to emit rotons [100]. Roton creation was found to be the process

responsible for the limit of drift velocity [102] at high fields where vd → vL where vL

is the Landau velocity. This limit can only be reached at high pressure where the

formation of vortex rings is suppressed. At SVP the creation of vortex rings is the

limiting process for the drift velocity. Interestingly, at low fields alkali earth ions have

much higher mobilities than +He ions [103].

Figure 5.4 shows what the emission of a vortex ring may look like for an electron

traveling faster than the critical velocity [104].

Schwarz and Stark [105] measured the electron bubble mobility in He-II for T ≤ 0.5

K and found that phonon scattering was the dominant effect. Electrons were injected
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Figure 5.3: Drift velocities of positive ions and electrons against

the reduced electric field, from [101]

.

into He-II using a 241Am source and using a series of guard rings they measured the

direct time of flight.
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Figure 5.4: Simulated density plot of vortex ring emission from an

electron moving above the critical velocity, from [104]

.

5.3 Design

Cooling of low temperature experiments can be divided into three stages. In order

to reach higher stages of cooling the lower stages need to be utilized. In the first

stage cooling is provided by a cryogen such as liquid 4He and limited to evaporative

cooling (this type of cooling was described in the previous chapter). In the case

of LHe this places a practical limit at around 1.6 K (depending on the pumping

power available and heat load). The second stage of cooling can be reached using

a 3He cryostat or a 3He-4He mixture cryostat. Because of its higher vapor pressure

compared with 4He, a 3He cryostat can reach temperatures around 0.3 K, however

pure 3He systems are prohibitively expensive and systems based on mixtures of the

two isotopes are much more common and practical. The third stage of cooling can

be achieved using adiabatic demagnetization of electronic spin states in paramagnetic
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salts and is capable of reaching temperatures below μK. This work utilized only the

first two stages of cooling.

5.3.1 The dilution refrigerator

Cryostats based on 3He-4He mixtures are termed dilution refrigerators for reasons

which will become apparent in this section.

The dilution refrigerator (DR) has been central in low temperature physics re-

search for half a century. First proposed by Heinz London in 1951 ( [39] and references

therein) and successfully constructed in 1964, the basic operation revolves around the

entropy of mixing between fermionic 3He and bosonic 4He. DRs have since become

mainstream and commercial models (though very expensive) are readily available

and with customized applications. Nice discussions of the dilution refrigerator can be

found in [39] and [106].

Owing to the spin-zero nature of 4He and Bose-Einstein statistics it exhibits super-

fluidity at 2.17 K, while 3He is spin-1
2
and as a result of Fermi-Dirac statistics does not

become superfluid until below 2.5 mK. Thus a solution of 3He in He-II flows with little

impedance from 4He and the He-II behaves rather like an empty lattice. For practical

purposes a low concentration of 3He in He-II can be treated as a weakly-interacting

Fermi gas.

When stage 1 cooling has been reached in the DR, the Helium gases are liquefied

and they begin circulating and providing additional cooling. Since 3He has the higher

vapor pressure of the two it is liquefied and recirculated first, this provides ample

cooling power to liquify the remaining 4He. As the mixture cools under recirculation,

a spontaneous phase separation of the isotopes occurs below a temperature depending

on the 3He concentration, Fig. 5.5. For typical 3He concentrations in DRs this phase

separation occurs at around 0.3-0.4 K.
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Figure 5.5: Phase diagram of the 3He-4He mixture. For typical

3He concentrations in dilution refrigerators phase separation takes

place around 0.3-0.4 K. From [39]

In Fig. 5.5 is shown the phase diagram of a mixture of 3He and 4He for tem-

perature and 3He concentration. Below a critical temperature of 0.87 K the mixture

spontaneously separates into two phases: a 3He-rich phase which floats atop the heav-

ier 4He-rich phase. The most significant feature is that the 4He-rich phase contains a

finite concentration of 3He even approaching absolute zero (this does not violate the

third law of thermodynamics because the two isotopes are quantum liquids). Instead

the 3He concentration in the 4He approaches a constant value of 6.6%. The crucial

aspect of the dilution refrigerator, therefore, is the forced ‘evaporation’ of 3He across

the phase separation boundary from the 3He-rich phase into the dilute phase and the
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apparently large amount of 3He in the dilute phase means a large flow rate is possible.

The cooling comes from the enthalpy of mixing of the two isotopes [39]

Q̇ = ṅ3

[
Hd(T )−Hc(T )

] � 84ṅ3T
2 (5.15)

where the subscripts d, c refer to dilute and concentrated phases respectively, Q

denotes the heat, n3 the number of 3He atoms and H the enthalpy. Precise expres-

sions for thermodynamics quantities of 3He in the dilute or concentrated phases for

any appreciable range of temperatures are not known. The above equation is an

approximation given in [39].
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Figure 5.6: The flow schematic of a dilution refrigerator. From

[39]

In Fig. 5.6 is the typical flow diagram for a dilution refrigerator. In the mixing

chamber is shown the phase separation of the two isotopes. It is important that the

outgoing line from the mixing chamber comes from the dilute mixture in order to

create a deficit of 3He in the dilute phase and force it to cross the phase boundary to

replenish the dilute phase. It is sometimes necessary to calibrate the amount of 3He

in the mixture for proper positioning of the phase boundary.

For typical still temperatures around 0.7-0.8 K, 3He has a vapor pressure three
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orders of magnitude higher than the vapor pressure of 4He. As a result almost pure

3He is evaporated and recirculated.

5.3.2 Operation of the CF650 Dilution Refrigerator

The DR used for this experiment was model CF650 manufactured by Leiden Cryo-

genics in the Netherlands. CF650 is used to denote cryogen-free with a cooling power

of 650mW at 120mK. A description of its operation highlights well the principles

behind the DR. The CF650 was commissioned at IU in late 2008.

The CF650 DR offers many features which are only gradually making their way

into the commercial market. Most prominent is the cryogen-free operation. Tra-

ditionally DRs have relied on a ‘1K pot’, i.e., a reservoir of LHe which is pumped

continuously and refilled from a storage dewar, to provide cooling for the recirculat-

ing, incoming gas. The CF650 instead uses a Cryomech Pulse-Tube (PT) compressor

to provide the first stage of cooling and is capable of supplying 2W of cooling power at

3K. The mixing chamber plate, at about 12 inches in diameter, provides tremendous

area for the setup of experimental apparatus. In addition, much of the second stage

of cooling is automated inside the gas handling system (GHS).

The CF650 consists of an outer vacuum chamber (OVC, in blue in Fig 5.7) and an

inner vacuum chamber (IVC). The inner vacuum chamber contains everything below

the 3K plate: the still, intermediate plate between still and mixing chamber, then

mixing chamber plate and any experiment attached to the mixing chamber plate.

An intermediate heat shield is installed between the OVC and IVC on the 50K plate

which is not vacuum tight.

The OVC contains two activated charcoal sorption pumps which allow the OVC

pressure to reach high vacuum at low temperature. The IVC contains one sorption

pump with a heater inside which allows for the emission and absorption of exchange
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Figure 5.7: The assembled CF650 dilution refrigerator with pulse-

tube compressor and gas handling system.

gas. The exchange is necessary to cool the interior components of the IVC since stage

1 cooling ends at the 3K plate. During stage 1 cooling some Helium exchange gas

must be present in the IVC but not in the OVC.

Once base temperature for stage 1 is reached (around 2.5 K) then the exchange

gas is removed from the IVC. This can be done by shutting off the heater to the IVC

sorption pump or using turbomolecular pumps. When the IVC is at high vacuum

then stage 2 cooling can begin.
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I Stage 2 cooling

Once the interior of the IVC is at about 2.5 K and the IVC is at high vacuum then

condensation of 3He can begin (3He is liquefied first because it is able to provide a

high cooling power for the much larger amount of 4He that must be liquefied). The

CF650 contains about 40 liters of 3He. 3He/4He condensation is mostly automated

by the GHS and it monitors pressures at the inlet and still to maintain optimum

condensation flow. Condensation is aided by a gas compressor to increase the inlet

pressure to 2-3 bar. The temperature of the mixing chamber decreases as soon as

the first liquid is produced because the DR loop enters recirculation mode as a 3He

cryostat. In about 30 minutes all of the 3He will be liquefied and will be circulating

through the DR loop. The free liquid surface will likely be somewhere inside the

mixing chamber and the temperature reaches about 0.5 K.

Once the 3He is liquefied then the process is repeated with 4He. The CF650

contains about 120 liters of 4He and it takes about 90 minutes to liquify. Once all

the mixture is condensed then the GHS enters a ‘normal circulation’ mode and the

gas compressor is no longer used. In this mode the gas is in a purely recirculating

state. Some manual intervention is necessary, however, to optimize the position of the

3He/4He phase boundary inside the mixing chamber. Due to a small surplus of 3He

in the system some of it is removed until an optimal cooling rate is reached. This will

be indicated by stability in the outlet and inlet pressures and a sudden monotonic

decrease in temperature. The 100 Ω heater on the still is also adjusted to maintain

an outlet pressure between 0.2-0.3 mbar as this provides an optimal recirculation

rate and hence optimal cooling power for the CF650. During commissioning in 2008

the CF650 reached below 20 mK without much effort and without heat loads due to

apparatus on the mixing chamber plate and instrumentation hookups. In single-shot

mode, where recirculation is stopped and gas is routed into the storage tanks, the
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CF650 reached near 10 mK.

Figure 5.8: Interior of the CF650 dilution refrigerator.

5.3.3 Test chamber

Prototyping of the environment found in the nEDM cell precluded the use of guard

rings and grids which would facilitate a measurement of charge drift. To that end,

the geometry was limited to plane-parallel electrodes without any other conductors.

If the purpose of the investigation were only to measure the drift and collection of

charges then several crucial modifications would be necessary, but that would not
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have made the result relevant to the nEDM effort.

The test chamber used in this experiment was inherited from a scintillation exper-

iment conducted at IU in collaboration with Los Alamos National Laboratory [107].

Hence the design of the test chamber was with that experiment in mind and slight

modifications had to be made to accommodate the experiment described here.

The test chamber is made from stainless steel with two conflat seals, one for the

high voltage access and the second for the gas vent as seen on the left and right sides

of Fig. 5.9.

GND
Am241

~1L 
volume

HV

Heat exchanger

TPB-PS coated 
lightguide

Viewport

PMT

Charge 
collection

Figure 5.9: Main interior features of the test chamber. The PMT,

lightguide and viewport were removed for this experiment.

A gold-coated copper heat exchanger is located at the top of test chamber which

transfers heat to the mixing chamber plate.
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Figure 5.10: Geometry of the interior of the test chamber. The

sapphire window and lightguide were used for a different experiment.

Figure 5.11: Cutaway view of the test chamber showing the ap-

proximate available volume for liquid Helium.
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Figure 5.12: Test chamber with PMT attached to the mixing cham-

ber plate.



5.3 Design 138

Figure 5.13: Poisson Superfish electrode geometry field simulation

done at LANL, units in cm.



5.3 Design 139

Figure 5.14: Electric field uniformity profile calculation done at

LANL shows low field falloff across the area of the electroplated

241Am source.
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5.3.4 Test chamber gas handling & liquefaction

The test chamber is filled with liquid Helium using a dedicated gas handling sys-

tem with a clean Helium supply. Through several iterations an effective gas han-

dling system was constructed (Fig. 5.15) capable of efficient liquefaction (even at

sub-Kelvin temperatures) and recovery without wasting Helium gas. The system is

also self-cleaning due to the presence of a liquid Nitrogen (LN) charcoal trap, each

liquefaction-recovery cycle resulted in a cleaner gas supply, provided the LN trap was

cleaned and baked between cycles. Arrows near the compressor indicate the direction

of gas flow into the test chamber during operation.

Test Chamber Gas Handling System
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Figure 5.15: Test chamber closed gas handling system.

Gas is delivered to the test chamber using a 1.2 mm CuNi capillary which is

thermally anchored at every stage inside the DR. A Joule-Thompson heat exchanger
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on the 3 K plate allows gas inside the capillary to become liquefied at that stage,

taking advantage of the ample cooling power of the pulse-tube refrigerator. A series

of copper posts anchor the capillary to each of the subsequent plates before entering

the test chamber from its top.

A vent line from the test chamber to a room temperature pressure gauge (Pvent

in Fig. 5.15) provides an indication of the vapor pressure inside the test chamber. At

low temperatures, where the vapor pressure of LHe is very low, the vent line provides

a minimal heat load to the test chamber. Superfluid film creep is also not a serious

concern as the system was able to sustain temperatures of 176 mK with the test

chamber full of superfluid.

The vent line is a necessary addition to the test chamber and serves several func-

tions in addition to indicating the vapor pressure of the liquid. It provides an emer-

gency relief path for boil off in the event of loss of cooling. The wide diameter of

the vent line (0.25”) also provides an easier way of evacuating the test chamber as

opposed to the thin capillary. It is also necessary for the test chamber to have an inlet

and outlet so that clean Helium gas can be circulated for cleaning and a continuous

gas circulation is also an effective way of preventing blockages from the accumulation

of impurities in the capillary.

Procedures for using the test chamber gas handling system (GHS) have become

standard during the time of the experiment. The first necessary step is the cleaning

of the GHS, assuming connections were broken and air introduced into the GHS. This

is done using two pumps depending on the pressure inside the GHS. A scroll pump

is connected to valve 7 (see Fig. 5.15) and a dry pump with a turbomolecular pump

is connected to valve 5. The scroll pump evacuates through valves 6 - 1 - 8 - 10 - 9 -

4, the compressor’s bypass valve is open as well. The scroll pump is used to evacuate

large quantities of gas but is insufficient to purge the GHS to prevent later blockages

in the test chamber capillary. Thus when the GHS pressure allows (pressure less than
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about 100 mTorr) then valve 7 is shut and the GHS is evacuated further using the

turbomolecular pump. The number and length of lines means that this step can be

lengthy but does not need to be repeated frequently.

More common is the need to purge the test chamber. This is most easily done using

the turbomolecular / dry pump combination to evacuate through the test chamber

vent line: through valves 5 - 8 - 10 - 12 - 13. The GHS conveniently allows for

monitoring of the test chamber capillary with pressure gauges at the start of the

capillary (Peye) and at the outlet of the test chamber (Pvent). This is important to

ensuring the capillary is not blocked by impurities.

While the use of a closed gas system for the test chamber GHS should sidestep

the need for extensive purifications steps, it is expected that this will only be fully

true after a number of condensation - evaporation cycles as each cycle produces a

slightly cleaner gas supply. Until such a state is reached, gas condensation required a

step for purification of gas batches. The 40 liter ballast tank was filled from the Big

Tank reservoir, then the gas was circulated using the compressor through valves 6 - 11

and back to the ballast tank for recirculation. Cleaning was done through the liquid

nitrogen cold trap. Larger scale purification which includes the Big Tank reservoir

can be made if valves 1 - 4 - 14 are opened.

The available volume inside the test chamber was calculated to be 808 cm3, or

about 25 moles of liquid helium. It was necessary to keep accurate count of the

amount of helium condensed into the test chamber to prevent over filling, which could

lead to runaway heat loads, or under filling which could expose the active volume to

vapor and impact the amount of ionization generated. The gas handling system in

Fig. 5.15 made the liquefaction and tallying of gas straightforward. The ballast tank

with its pressure gauge allowed for controlled amounts of gas to be purified and sent

into the test chamber. Pressure readings at the inlet and outlet of the test chamber

ensured that liquid was produced when the outlet pressure measured the liquid vapor
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pressure corresponding to the temperature of the test chamber. Owing to the very low

vapor pressure of LHe below 1 K, liquefaction was best achieved when the dilution

refrigerator was in stage 2 cooling. The majority of time was spent in purifying

each batch of gas and in allowing the dilution refrigerator to recover to its normal

operating state since the heat load from the influx of warm gas and warm liquid

caused pressures in the dilution mixture circuit to rise to abnormal levels. Typical

rates of condensation were 4-5 moles per hour, for batches of 0.4 - 0.5 moles at a time.

Thus it was possible to liquify the desired 800 cm3 in just a several days.

5.4 Signal generation

The prototype ionization chamber was able to operate in pulse mode and current

mode. In pulse mode the deposited α energy in the form of ionization is collected at

the ground electrode and amplified into a measurable voltage signal, Fig. 5.16. The

amplitude of the voltage pulse is proportional to the amount of ionization produced.

The rise time of the voltage pulse is proportional to the drift time of the ionization and

the decay of the pulse depends on the RC time constant of the charge collector. Pulse

mode detection was configured using an Amptek A250 charge-sensitive preamplifier

connected directly to the ground electrode inside the test chamber. The A250 is well-

suited for this application owing to its low intrinsic noise, low power, fast rise time

and configurable decay time constant and gain using feedback components.

The commercial Amptek board with A250 preamplifier is shown in Fig. 5.17.

Clean power to the A250 is provided using eight 1.5 V batteries which provide ±5

V for the A250 and also the bias voltage for the over-current protection shown in

Fig. 5.18. Several iterations of over-current circuits were necessary before arriving at

a satisfactory design. Jumper cables can be used to configure the variable feedback

(shown in the lower left of Fig. 5.17) depending on the application.
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Figure 5.16: The ideal charge collection pulse capable of discrimi-

nating between charge species with the use of appropriate decay time

constants.

Pulse mode ionization chambers, though limited in the number of applications,

find use in specialized applications and in neutron detectors [91]. In the usual pulse

mode configuration, an ionizing particle deposits energy between two electrodes in

the form of charge pairs. These charges drift toward the electrodes and produce

induced charges in the electrodes, reducing the voltage applied to the electrodes. The

change in electrode voltage causes a corresponding voltage to appear in the external

circuit and this voltage can be measured. Such a configuration is typically used with

a voltage-sensitive amplifier. In voltage-sensitive amplification the signal voltage is

given simply by V = Q/C where Q is the charge collected (induced) on the electrodes

and C is the detector capacitance and any parallel capacitances [91]. Once all the

charges have arrived at the electrodes then the total induced charge is equal to the

charge that has arrived at the electrodes [92].

Charge-sensitive amplification can be used to remove dependence on the detector

capacitance. The ideal pulse signal is shown in Fig. 5.16 [91]. A kink in the rise
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advantages over pulse mode operation depending on the application. For example,

in current mode random noise fluctuations can be averaged out and are less likely

to contribute to spurious events. Noise contributions in pulse mode compound over

time and spurious events accumulate in addition to actual events. For pulse mode

operation to be satisfactory much greater care is needed for shielding and grounding.

In current mode a SRS model 570 current-sensitive preamplifier is used to convert

the DC ionization signal from the drifting charges into a voltage offset. The output

is then amplified and filtered and the voltage offset is measured using a digital os-

cilloscope (see Fig. 5.20). In both modes of operation, high voltage (up to 5kV) is

supplied using a SRS PS350 reversible polarity power supply. To reduce damage to

the electroplated source on the ground electrode when a spark occurs, a high voltage

100 MΩ resistor is used in series with the high voltage cable.
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gas density changes for the actual electrode geometry. Some physical effects which

the script does not take into account are edge effects of the electric field, instead the

collection volume is taken to be the volume enclosed by the electrode gap. Also not

taken into account are recombination losses of the ionization charges which depend

principally on the electric field magnitude and density of the ionization (thus depend

indirectly on the range of alpha particles). In this way the script was meant to give

an estimated depiction of the pulse height distribution.

Special attention is given to a proper cos θ distribution of alpha particle trajec-

tories from the surface of one electrode. For each alpha event the inverse cosine is

taken of a randomly generated number. This is used to calculate the φ coordinate in

spherical coordinates according to

φ = π/2− arccos(x) (5.16)

where x is a random number between 0 and 1. θ is also generated randomly between

0 and 2π. The range is generated from a normal distribution around a mean range

which is entered manually into the script.
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Figure 5.21: Normal distribution of alpha particle ranges around a

mean of 5 mm for 5,000 particles and 150 bins.
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Figure 5.22: Top, side and 3D views of generated alpha trajectories,

dimensions in mm, top electrode not shown.
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From the alpha particle ranges the amount of ionization is computed based on the

fraction of the range within the collection volume contained directly between the two

electrodes. In this sense the simulation is purely based on geometrical effects. The

maximum charge which can be produced (corresponding to an alpha range fully within

the collection volume) is just the energy of the alpha particles, 5.5 MeV for 241Am,

divided by the mean ionization energy of the gas. For Helium the mean ionization

energy is 41 eV. Thus the maximum charge, neglecting δ-rays and recombination,

which can be produced is 134000 e. The generated charge from each alpha track is

then converted into a voltage using the numerical gain of the A250 charge-sensitive

preamplifier.

0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04
0

10

20

30

40

50

60
pulse height distribution

pulse amplitude (V)

co
un

ts

Figure 5.23: Simulated voltage pulse height distribution using a

mean alpha particle range of 10 mm in Helium gas and 3000 parti-

cles.

A typical pulse height spectrum is shown in Fig. 5.23 for a 10 mm average range.

Even for a simulated range which exceeds the actual range by a factor of 3 there
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appears to be some structure from purely geometric considerations. This simple

calculation indicates that if the electronic noise can be controlled to about 10 mV

then some α ionization pulse structure should be discernible.

5.6 Interface for pulse acquisition

A graphical user interface (GUI) was designed using MATLAB capable of commu-

nicating with a digital oscilloscope and acquiring pulse data. The goal of the GUI

was to capture waveform data of each pulse inside liquid helium (above some trigger

value) and determine the drift speed of charges. When the oscilloscope registered an

event then the digitized waveform was transferred to the GUI and displayed. The

GUI identified the rising edge of the pulse and calculated its slope (the drift speed

of charges) using a subset of the rising edge which disregarded points close to the

beginning and end of the rising edge. The code then compiled a running histogram of

the velocity data and could be set to record for a determined length of time or until

a certain number of pulses were acquired. The digitization, transfer and recording of

waveform data occurred at a rate of about 3 Hz.

Figure 5.24 shows the GUI operating with a test pulse generated by a square

wave across a test capacitor inside the A250 detector package. The GUI performed

well in testing, but for reasons that will be discussed later, it was not useful for drift

measurements inside liquid.
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Figure 5.24: MATLAB GUI for acquiring ionization pulse wave-

form data.

5.7 Gas ionization measurements

Nominally 300 Bq of 241Am was electroplated on the ground electrode, however some

of the source was damaged during shipping from Los Alamos to IU. In addition subse-

quent high voltage sparking could have further damaged the remaining electroplated

source. The ionizing particle here is the 4He nucleus, also known as the α particle,

241
95Am →237

93 Np +4
2 He + γ (5.17)

where the α energy is 5.5 MeV.

Pulse mode measurements in gas showed about 160 Bq source activity (4.3 nCi),

the rate showed no dependence on voltage for low fields. It was necessary to keep
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electric fields low in gas to reduce the risk of sparks and damage to the source.

According to classical kinetic theory the zero-field electron mobility is given by [96]

μ0 = lim
E→0

vD/E =
4e

3N(2πm)1/2(kBT )5/2

∫ ∞

0

ε

σ(ε)
exp(−ε/kBT )dε (5.18)

where N is the gas number density, ε the electron energy and σ(ε) the momentum-

transfer electron-atom scattering cross-section. The weak energy dependence of σ

means that

μ0 =
4e

3Nσ0(2πmkBT )1/2
. (5.19)

For sufficiently low gas number densities, below about 0.5 atoms/nm3 the classical

zero-field approximation is in good agreement with experimental results. At higher

gas densities (above 1 atom/nm3), or pressures approaching saturation (P/Ps > 0.6),

electrons become localized and there is a very large and sudden decrease in mobility.

For large field strengths, the experimental electron mobility approaches the classical

kinetic theory prediction [108]

μN = −e
3

(
2

m

)1/2 ∫ ∞

0

ε

σ(ε)

(
dg(ε)

dε

)
dε (5.20)

where g(ε) is the solution to the Boltzmann equation

g(ε) = A exp

{
−

∫ ε

0

[
kBT +

(
M

6m

)(
eE

N

)2
1

zσ2(z)

]−1

dz

}
(5.21)

where M is the He mass and A is a normalization constant.

In Fig. 5.25 are shown ion drift velocities as deduced from the A250 ionization

pulse rise times in helium gas. Pulse rise times were in the 10 μs range, well within the

20 ns rise time capability of the A250. The measurement was made in 270 mbar He

gas at 4.8 K (gas density 0.41 atoms/nm3), using only stage 1 cooling of the dilution

refrigerator. Positive polarity was used making the collector electrode the cathode

and thus sensitive to He ions.
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Several authors have recently presented data on the mobility of He+ ions in cold

gas, [109], in terms of the reduced mobility given by

K0 =
vd
N0

N

E
(5.22)

where N is the number density, E the electric field, vd drift velocity and N0 the

Loschmidt number (the gas density under STP) is 2.68676×1025 m−3. The reduced

electric field E/N is the main factor for determining the reduced mobility. The

authors produced ions using an electron impact ion source and selected them using a

filter before collimating and injecting the ions into a drift tube. Shown in Fig. 5.26

are the measured reduced ionic mobility in cold He gas from [109].

Figure 5.26: Reduced ion mobility as a function of the reduced field

from [?]. The units for E/N , Td, are defined as 10−21 V m2, [109].

The reduced ionic mobility in cold gas as deduced from the ionization pulses using

241Am is more than an order of magnitude higher than the accepted values. This result

is not surprising primarily due to the fact that the ion drift distance is not well defined
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since ions are produced all along the α track. For this reason the measured pulse rise

time will depend on the direction of the α trajectory: ions produced by trajectories

nearly parallel to the electrode surface have better-defined drift length equivalent to

the electrode gap. Most α tracks which produce pulses will not be along this favorable

direction for an accurate mobility measurement. For most ions the drift length will

be significantly less than the gap size thereby producing artificially high drift speeds.

The design constraints of this experiment made measurements of mobility in gas not

feasible.

While the investigation of mobility is not practical with the required design, an

analysis of the ionization pulse height distribution and ionization current can yield

meaningful results.

5.7.1 Helium gas ionization current

If the α particles could be made to deposit all or most of their energy inside the active

volume it could result in a current of approximately 3.4 pA for the 4.3 nCi source, a

current which could be easily detectable if the recombination loss is small.

Figure 5.27 shows the various regions of operation for drift chamber detectors

equipped with single wire configuration. The single wire configuration allows for gas

gain in the vicinity of the wire and operation in proportional mode which can produce

larger signals. We are primarily concerned with regions I and II however given the

planar geometry, since proportional mode or higher with planar geometry will mean

frequent sparking.

Current mode operation was achieved using the Stanford Research Systems 570

Low Noise Current Preamplifier. The SRS 570 includes bandpass filter capability, ad-

justable gain and converts the input current into a voltage for convenient observation

on a digital oscilloscope. The voltage offset on the oscilloscope was measured for a
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Figure 5.27: Number of ions collected with increasing voltage for

α and β particles. Note the presence of saturation in region II.

From [94].

variety of chamber bias voltages and knowing the gain the ionization current can be

deduced. Optionally, the output voltage can be sent through a SRS 560 Low Noise

Voltage Preamplifier for additional filtering or gain but this was not typically used.

One advantage of current mode operation over pulse mode in this experiment was

the less detrimental effect of noise on the measurement. Due to the nature of current

acquisition it is inherently an averaging process and high frequency noise components,
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even 60 Hz, can be mitigated and influence the measured current in a less significant

way than pulse mode operation.

An I−V curve relating the applied voltage to ionization current should approach

a saturation level corresponding to a suppression of the recombination effect. At

zero applied voltage across the active volume the collected current should also be

zero and all produced ionization will be lost to diffusion out of the active volume

and recombination. For increasing voltage the amount of collected ionization current

will increase since recombination loss scales inversely with voltage. The saturation

current provides information about the rate of formation of ionization in the active

volume [91].

In light of the low stopping power of Helium gas, room temperature gas ionization

measurements were shelved in favor of low temperature Helium gas tests. Addition-

ally, because of concerns over the fragility of connections and feedthroughs it was

deemed unwise to use excessive pressure at room temperature. The higher gas den-

sity at low temperature meant that measurements could be made at high density

rather than high pressure, provided that precautions were made to stay below the

Helium saturation curve.

The pressure of the test chamber was measured using PB in Fig. 5.15 since the

connections along the test chamber vent line remain open during operation. Cooling

to 4 K was provided by the pulse-tube compressor which allowed for testing in cold

dense He gas. In Fig. 5.29 are shown the measured background-subtracted saturation

currents for varying pressures in the test chamber. There is a distinct linear portion

in the pressure dependence indicating that the stopping length of the α particles

exceeds the active volume. The saturation current at the final pressure, just below the

saturation pressure at 4 K, indicates that the saturation current approach a limiting

value, consistent with the increased stopping power of higher density gas where α’s

are depositing all of their energy in the active volume. The limiting saturation current







5.7 Gas ionization measurements 163

feedback capacitor,

gain =
1

Cf

[
Volts

picoCoulomb

]
(5.23)

where Cf is measured in pF. A feedback capacitor of 0.1 pF was selected and drain

resistance of 1-2 GΩ for time constants of 1 ms or less. Measurements with test pulses

and the 0.5 pF test capacitor indicated that the actual gain was 1.8 volts/pC. The

slow time constant helped ensure all the charge would be collected for each event but

not so slow to cause pileup for the ∼4.3 nCi source. To reduce the risk of damage

to feedthroughs and the risk of sparking, low temperature dense gas tests were the

preferred test bed. The charge pulse amplitude was also significantly helped by the

improved density of cold gas. The raw signal from the A250 preamplifier could be

monitored on a digital oscilloscope or filtered and amplified using the SRS 560 Voltage

Preamplifier or amplified using the Ortec model 672 spectroscopic amplifier. The

signal was then recorded as a voltage pulse height spectrum using a FAST ComTec

MultiChannel Analyzer (MCA) mounted in a PCI slot inside a computer. The MCA

control software could save data in several formats, such as ASCII, which was then

analyzed with MATLAB.

If the α particle deposits all its energy in the active volume, then, neglecting

recombination loss, it should yield 134000 ion pairs, or 0.021 pC of charge. A feedback

capacitance of 0.5 pF should then produce raw voltage pulse amplitudes up to 42

mV assuming no gas gain and neglecting stray capacitances affecting the A250 gain.

Additional pulse amplification was provided using a spectroscopic amplifier with gain

between 200 and 500 before recording the signal with the MCA.

Pulse height distributions were measured for helium gas temperatures of 293, 6 and

4 K. For each temperature a background measurement was made with zero applied

voltage and then subtracted from distributions with applied voltage.

Figure 5.30 shows the raw ADC pulse spectrum after amplification of the A250
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Figure 5.30: Raw ADC pulse height distribution in 293 K helium

gas at 771 mbar with amplifier gain of 200.

output with charge integrating feedback capacitance of 0.5 pF. The ADC channel

spectrum corresponds to pulse heights of 0-10 volts. Thus the raw A250 pulses are

below about 30 mV.

In Fig. 5.31 are shown A250 pulse height spectra converted into charge produced

per pulse. The spectra were recorded in helium gas at 293 K and pressure of 771

mbar. The pulse rate, above the noise cutoff corresponding to channel 170 on the

MCA, was about 92 Hz for an applied voltage of 510 V. A large fraction of the pulses

(corresponding to events normal to the electrode surface and therefore ones which

produce relatively little ionization) are hidden inside the noise.
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Figure 5.31: Background-subtracted ionization collection spectrum

in 293 K helium gas at 771 mbar and amplifier gain of 200.

Figure 5.32 shows that at low temperature the amount of charge collected has

dropped significantly. While recombination loss is likely present, measurement of the

ionization current in Fig. 5.28 shows that the charge collection is at saturation. Thus

the most likely reason for the smaller pulses is the quasi-localization of charges. As

the gas density is increased and the temperature decreased, ions and electrons do not

behave as simply as they do at 293 K. The slower drift time can mean that charge

begins draining from the integrating capacitor before all the charge for an event can

be collected. An ionization current amplifier would not be subject to this effect and

therefore would measure a larger ionization.

Figure 5.33 shows the background-subtracted ionization pulse spectrum in 4.5 K
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Figure 5.32: Background-subtracted ionization spectra for various

bias voltages measured in 6.5 K helium gas at 784 mbar and amplifier

gain of 500.

helium gas and 30 mbar pressure. Hardly any ionization pulses were visible above

the noise indicating further decrease in the drift velocities of charges.
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Figure 5.33: Background-subtracted ionization spectra for bias volt-

ages measured in 4.5 K helium gas at 30 mbar and amplifier gain of

500.

5.8 Liquid Helium Ionization Current

Ionization pulses of any kind were no longer visible with the A250 configuration when

the test chamber was filled with liquid helium. Data which yielded any information

about ionization inside the liquid all came from measurements of the ionization cur-

rent with current-sensitive amplification using the Stanford Research Systems 570

preamplifier. A gain of 1 V/pA was used and the corresponding RMS voltage offset

was measured with a digital oscilloscope. Each measurement consisted of an aver-

age of several hundred traces and the standard deviation for each average was also





5.9 Discussion 169

correspond to more pronounced pulse signals or measurable improvement in recombi-

nation losses. Perhaps the most detrimental losses were due to diffusion. Experiments

of this type rely on field uniformity, such as with a Frisch grid, and ion gates for pre-

cise determination of transit times. Several problems prevented this experiment from

making use of those tools:

• the presence of field grids or gates would be a poor approximation to the actual

nEDM experiment

• the goal of the investigation was not the precise determination of drift speed,

such measurements were already done, but instead to test the LHe detector

concept as relates to the nEDM cell

Figure 5.35 shows a pulse height spectrum from 241Am in liquid xenon [110].

The authors achieve a gain of about 20 using 3.5 μm anode wires with anode fields

around 3× 106 V/cm. The amplitude of the α peak is reduced by a factor of 15 due

to recombination. The width of the α peak is also attributed to the variations in

recombination when particles are emitted at different angles relative to the electric

field. Contrasting this with the conditions which were possible in the experiment of

this chapter, viz. fields < 6 × 104 V/cm and nEDM experiment fields ≤ 7.5 × 104

V/cm, it becomes apparent there is little chance of operating pulse mode in LHe.
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Figure 5.35: Pulse height distribution with large α peak and smaller

γ peak in liquid xenon, from [110]



Neutron Detection Cryostat 171

Chapter 6

Neutron Detection Cryostat

The principal challenge of ionization detection using the electroplated 241Am source

of the previous chapter was the fact that the source could not be modulated. To

conduct background measurements without the source in the test chamber would

require at least a couple weeks just to swap the electrode, ensure (superfluid) leak

tight seals, cool down and condense liquid. Such a process would be impractical to

say the least for diagnosing a detector design. The prudent course instead was to

develop a small, portable cryostat which could be used with the Low Energy Neutron

Source at Indiana University.

6.1 Low Energy Neutron Source

The Indiana University Low Energy Neutron Source (LENS) was completed in 2006

and was the first university-based pulsed neutron source in the U.S. LENS was born

out of a desire for an alternative to large scale neutron facilities where competition

for beam time is sometimes prohibitively high. A small facility like LENS, though

boasting a smaller operational flux than national facilities, is better-suited for rapid
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prototyping and is easily accessible to students.

LENS supports three beam line stations: small angle neutron scattering, spin

echo scattering angle measurement and MIS, 6.1. The Middle Instrumentation Sta-

tion, or MIS, is versatile in its ability to accommodate diverse measurements with

fast turnaround and is specifically intended for the development and testing of novel

instrumentation.

Figure 6.1: The Low Energy Neutron Source with three beam line

stations.

LENS utilizes low energy (p,n) reactions in a beryllium target coupled to a light

water reflector and cold methane moderator. 13 MeV protons are supplied by a

LINAC peak current around 25 mA and pulse widths ranging from 10 μs to 1 ms and

repetition rate of 10-40 Hz depending on the experimental needs. The low energy

of the proton beam allows for a lower temperature moderator which gives a colder

neutron spectrum. Figure 6.2 shows the neutron flux spectrum at MIS.
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A new detector workstation which overcomes a primary challenge described in

Chapter 5, i.e. the ability to readily control the source and distinguish the signal

from the background, was designed for use with LENS.
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Figure 6.2: Measured flux at MIS beam line. Integrated flux 1700

cm−2s−1

6.2 Design

The design of the neutron detector was based around a commercial RC102 continuous

flow cryostat manufactured by Cryo Industries shown in Fig. 6.4. The detector is

contained inside a commercial ceramic isolator made by CeramTec. A larger custom

heat shield and vacuum jacket needed to be made to accommodate the isolator inside

the cryostat.
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A small opening was made in the cryostat cold head and a corresponding opening

in the isolator top flange for gas and liquid delivery, as shown in Figs. 6.6 and 6.5.

The top flange is sealed to the cold head with indium and the bottom flange with the

detector mount is sealed to the isolator using a kapton gasket. The mounting flange

for the detector body seals the isolator. The flange has stycast epoxy feedthroughs

for high voltage, grounding and temperature wires as well as several redundant wires

shown in Fig. 6.9. All the joints were helium cold leak tested at 77 K.

The assembled detector is shown in Fig. 6.7 mounted to the isolator flange.

The assembly is under three inches high and has an adjustable electrode gap with

corresponding neutron converter inserts. The ionization region is between two planar

electrodes. Boron-nitride (BN) was chosen as the converter and bulk pieces of BN

were machined in various heights for optimizing the detector in terms of maximum

electric field strength and absorber area. Table 6.1 lists some properties of BN which

made it attractive for this experiment. Natural boron contains a 20% abundance

of 10
5B which has a relatively high thermal neutron absorption cross section of 3835

barns (see Fig. 6.3). 10B-n produces lithium and alphas according to

10
5B + n→

⎧⎪⎨
⎪⎩

7
3Li + α + 2.792 MeV (ground state) 8%

7
3Li

∗ + α + 2.310 MeV(excited state) 92%

(6.1)

where the excited state of lithium releases a 482 keV photon. The range of α in

BN is only a few microns while the thermal neutron range is more than two orders

of magnitude higher which presents the main disadvantage of using the bulk BN

absorber.
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Figure 6.3: Total low energy neutron cross section of boron, from

[111]

high thermal conductivity

high electrical resistance

easily machined

density 5.1× 1022/cc

10B isotopic abundance 20%

10B thermal neutron absorption cross section 3835 barns

thermal neutron range ∼ 1 mm

Table 6.1: Properties of boron nitride
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Figure 6.4: Cryo Industries RC102 continuous flow workstation

cryostat

Couples to cryostat
cold head

Kapton seal

Detector attaches
to flange

Figure 6.5: Left: CeramTec isolator 17199-02-W with weldable

stainless steel ends. Right: Isolator modified for installation into the

cryostat with vacuum-tight seals.
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Figure 6.7: Detector G10 assembly mounted to the inside of the

bottom isolator flange.
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Figure 6.8: Isolator attached to cryostat with half of the heat shield

and vacuum jacket installed. Shown upside down for assembly.
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Figure 6.9: Close up wires on isolator flange.
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Figure 6.10: Detector with heat shield installed and wrapped with

superinsulation.
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6.3 Neutron transmission of ionization cell

Before the isolator could be used in the beam line its neutron transmission needed

to be assessed. A 3He neutron detector was placed inside the isolator and a second

detector placed outside for beam normalization. The setup is shown in Fig. 6.11.

After discrimination and amplification the signal was recorded using the MCA card

described in the previous chapter and analyzed using Matlab. The MCA card is

operated in single channel mode and the sweep interval is determined by the pulse

width of LENS. Acquisition is triggered by the proton current T0 signal and pulses are

accumulated for any desired amount of time. The raw transmission data are shown

in Fig. 6.12 and Fig. 6.13 shows the ratio of transmitted to incident neutrons.

The ceramic isolator slightly moderates neutrons which is beneficial for the ex-

periment. Slower neutrons spend more time in the vicinity of absorber, increasing

the probability of absorption and the detector efficiency can improve as a result. In

general, the interaction cross section is inversely proportional to the neutron velocity,

this is known as the 1/v trend.

Knowing the transmission capability of the isolator allows for the boron capture

rate to be estimated. Figure 6.14 shows the estimated detector rate according to

rate = 0.5× 0.2× 5.1× 1022 × σabs × Veff × Φ(v)× 2200/v (6.2)

The factor 0.5 is necessary because emitted α and Li can only be measured in one

hemisphere, 0.2 is the ratio of 10B, 5.1×1022 the density of BN, σ the thermal ab-

sorption cross-section of 10B which follows the 1/v trend, Veff is the effective volume

of absorber which takes into account the range of the daughter particles through BN,

and finally Φ is the neutron flux transmitted through the ceramic. A SRIM [112]

calculation was used to estimate the range of α through BN and found to be approx-

imately 8 μm.
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Figure 6.12: Neutron transmission counts with the main 3He de-

tector with and without the isolator. The monitor detector shows

that there was no beam fluctuation between the cases while the main

detector shows a difference in counts.

enriched boron detector to occur at a thickness near 3.0 μm, and measured efficiencies

of natural boron and enriched boron of just 1% and 5% respectively. The efficiency

can be increased substantially by utilizing multiple layers of absorber, in the case of

enriched boron around 20 layers. Up to half the efficiency of a 3He detector is possible

with a layered 10B detector.
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Figure 6.13: Ratio of transmitted to incident neutrons. The ce-

ramic acts as a neutron moderator. The neutrons were pulsed at

20Hz.
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Figure 6.14: Estimated BN detector rate with bulk absorber.
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Figure 6.15: Estimated BN detector rates with layered absorbers.
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6.5 Liquid-based ionization detection

The use of liquid ionization detectors (LIDs) is not new and their use has been mo-

tivated by advantages like much higher density and lower diffusion [93]. A greater

concentration of electron-ion pairs also improves the spatial resolution in LIDs. Ef-

fective use of LIDs however requires much stricter purity requirements particularly

from electronegative contaminants such as oxygen. Traditional media for LIDs have

been liquid argon and liquid xenon. Using excellent purity control, it is possible to

achieve nearly 100% detector efficiency with proportional mode in liquid xenon [110].

To obtain proportional mode the authors also needed to use exceedingly small wires

at 3.5 μm. The liquid argon calorimeter is the primary LID in regular use for shower

detection at high energies [114]. Liquid argon drift [115] and time projection cham-

bers [116] are also in use but require purities better than 1 ppb. Cumbersome cryo-

genics and often difficult to understand charge transport dynamics have hindered the

wider applications of LIDs and there is growing emphasis on room temperature LIDs.

A test of the detector cryostat using the bulk BN sample was performed with

liquid nitrogen (LN) at 77 K. While there was no evidence of breakdown inside LN at

the voltages tested, and so larger fields could be used than in Ar or He gas, no pulses

could be discerned. Figure 6.21 shows the LN-filled cryostat inside the MIS cave.

Significant frosting caused leakage and sparking on the high voltage feedthrough and

it was necessary to pause the measurement periodically to clean the feedthrough. The

noise increased significantly in pulse mode with the introduction of LN, likely due to

microphonics from boiling.
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Figure 6.21: Detector cryostat filled with liquid nitrogen. Note the

abundant frosting which caused a problem with high voltage insula-

tion.

6.6 Discussion & prospects

The most pertinent upgrade to the detector is to forgo BN, with its small concentra-

tion of 10B, and instead use enriched 10B as is typical for boron detectors. Enriched

B powder can be obtained as boron-carbide. While BN is relatively cheap and abun-

dant, enriched B is much more expensive and can be purchased in quantities of at

least 100 grams (for around $ 2000). We were able to obtain about 1 gram of enriched

B from LANL. Given the small quantity of available enriched B, all the prototyping
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was done with BN until the design could be finalized. Powder enriched B can be

applied as a thin layer using powder coating methods. We tested mixing ratios of

BN powder, acetone and cyanoacrylate and brush coated strips of G10. Once the

optimal mixing ratios, coating thickness and durability were found then samples with

the limited quantity of enriched B could be prepared.

A third and most significant redesign of the detector cryostat was planned but

numerous setbacks were dealt by repeated problems with LENS equipment. As a

result we were unable to have sufficient beam time on LENS in recent months to test

the most promising detector upgrades.

The design called for a wire chamber type geometry with a central high voltage

wire surrounded by an aluminum cylinder coated with enriched B. A cross section

view is shown in figure 6.22. This design carries several important advantages over

the planar design:

1. uniform electric field

2. large area of absorber

3. standard wire chamber concept.
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Chapter 7

Concluding remarks

Research and development for the SNS nEDM experiment are ongoing and the con-

ceptual basis for the experiment, as described in [34], remains promising. The distin-

guishing features of the SNS nEDM experiment include

• in situ production of ultracold neutrons via superthermal process

• high electric field in He-II

• 3He co-magnetometer

• 3He spin analyzer for neutrons

• complementary methods of measuring nEDM signal: free precession and dressed

spin.

Here I reported on investigations into the dielectric strength of He-II and a possible

third method of measuring the nEDM signal. The motivation for investigating a

third method stemmed from the challenges faces by the other methods. For example,

the dressing rF field will induce eddy currents in conductors and challenges with

maintaining the polarization of 3He.
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Research in electric field generation remains ongoing with focus on electrode ma-

terials. The modular nature of the HV system described in Chapter 4 means that

it is well-suited for testing multiple electrode materials with short turnaround. The

operation of that system has become systematized and thus inherited by undergrad-

uate researchers. Since the electrodes must be non-metallic (PMMA) and coated

with conductive material it is important to test their robustness to thermal cycling

and sparking. This consists of measurements of resistivity before and after thermal

cycling, measurements of variation of capacitance with temperature (which can indi-

cate flaking off of conductive material) and the ability to maintain high electric fields.

Figure 7.1 shows high resolution closeup photos of some of the PMMA electrodes

tested in the IU HV system.

Attempts were made to utilize the electron beam evaporator at IU for testing

conductive thin films on PMMA. Unfortunately there was no easy way to protect

the PMMA from the intense heat of the tungsten filament and hot metallic vapor.

Although the evaporator makes extensive use of water cooling (for the source platform,

crystal thickness monitor) modifying the water cooling to work the PMMA substrate

would be an involved process. Any leaks introduced as a result of the modification

would have detrimental effects on the performance of the evaporator apparatus.

A medium scale high voltage system (replacing the large scale system at LANL)

coupled to a 3He refrigerator has been constructed at LANL, Fig. 7.2. It is capable

of testing larger electrodes with adjustable gaps at temperatures comparable to the

nEDM experiment (0.4 K) on and off SVP by pressurizing the LHe bath.

Tests of cryogenic light collection have also moved on from small scale to full scale

with the intent of demonstrating the generation of a sufficient amount of photoelec-

trons from neutron capture. In 2009 we demonstrated at IU that the scintillation

yield is reduced by about 15% at 50 kV/cm [107] thus it is important to conduct full

scale measurements to cross check the loss factors which can impact the viability of
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Figure 7.1: High resolution photos of some of the PMMA electrodes

tested in small HV system. a) Carbon-coated electrode after thermal

cycling in liquid helium. b) Damage to carbon coating from a single

spark in superfluid. c) Copper implanted on PMMA. d) PMMA

coated with graphite.

the nEDM signal.

The LHe hysteresis effect first observed in the IU high voltage system caused that

experiment to partially branch off from pure nEDM R&D into its own investigation.
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Figure 7.2: Medium scale high voltage test system at LANL.

Early on during the operation of the experiment we demonstrated the reproducibility

of the effect and with each subsequent measurement we were able to eliminate possible

sources of misinterpretation. Not surprisingly, the result was met with skepticism by

some groups. Detractors seemed to overlook a process fundamental in LHe which

is boiling and one fundamental to boiling which is wetting. In the scheme of high

voltage these concepts cannot be overlooked. Boiling hysteresis for various liquids has

been established long ago so perhaps it should be no surprise that electric breakdown

hysteresis is possible.

Some confusion abroad resulted from early breakdown hysteresis data which were

made public but without appropriate details. By its very nature, it is difficult to

quantify data on electric breakdown and the deduction of boiling hysteresis is largely
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phenomenological. Due care should be exercised any time a relatively unexpected and

controversial result is observed and we hope during the years the high voltage system

was in operation that we have avoided any systematic contamination which could

produce apparent hysteresis. It may be that the observed hysteresis occurs only for

a limited range of configurations (such as gap size, electrode size, surface roughness)

which by coincidence exist in the IU high voltage system. While speculation may

continue as to why there should or should not be breakdown hysteresis it will likely

remain an open question for some time, but an experiment can be worth a thousand

theories. Put another way, the proof of the pudding is in the eating.

Observation of a correlation between the gas Paschen curve and SVP breakdown

in LHe combined with the interpretation of the hysteresis result provide fairly strong

support for the bubble mechanism of LHe breakdown. The bubble model of liquid

breakdown has become more widely accepted as more studies emerge. LHe is a unique

system, however, in that it allows one to measure a wide range of pressure dependence

of breakdown, ostensibly from 25 bar to near vacuum.

The striking resemblance between the pressure dependance of breakdown in LHe

and the pressure dependence in helium gas (viz. Paschen curve) was hard to over-

look. Within the bubble model it appears natural that there be some correspondence

between breakdown in liquid and the breakdown curve for pure gas. Until now, we

have not seen any evidence for this relationship. Perhaps the reason for this has to do

with the utility of LHe (liquid in the limit P → 0) and costs incurred when working

with LHe spurred by dwindling helium supplies. Few groups have the means to carry

out breakdown studies in LHe for their own sake. Instead, as in this investigation,

they tend to be corollary to larger projects and few large projects have need of LHe

breakdown studies.

That is not to say that studies of breakdown in LHe are without consequence or

practical application. Indeed the apparent confirmation of the bubble mechanism of
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breakdown in LHe, and hysteresis in particular, raises new questions. Electric field-

induced nucleation is used to assess the boundary of stability of liquids. The effect of

electric fields on metastable systems is also an active area of research. LHe has seen

widespread application in superconducting magnets.

Studies with boiling in mixtures of 3He/4He showed that the stability of bubbles

was improved with higher 3He fractions [117]. In those studies only the 4He component

was in the superfluid state. It is not known what, if any, effect do varying fractions

of He-I have on vapor bubbles in He-II.

Techniques based on the suppression of heterogeneous nucleation and improving

wetting have seen recent focus in experimental searches for dark matter. For example,

bubble chamber detectors for Weakly Interacting Massive Particles need superheated

metastable liquids where a first order phase transition would indicate a detector

event [118].
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